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Preface

The importance of motor control technology has resurfaced recently, since motor
efficiency is closely linked to the reduction of greenhouse gases. Thus, the trend is to
use high-efficiency motors such as permanent magnet synchronous motors (PMSMs)
in home appliances such as refrigerators, air conditioners, and washing machines.
Furthermore, we are now experiencing a paradigm shift in vehicle power-trains.
The gasoline engine is gradually being replaced by the electric motor, as society
requires clean environments, and many countries are trying to reduce their petroleum
dependency. Hybrid electric vehicles (HEVs), regarded as an intermediate solution
on the road to electric vehicles (EVs), are steadily increasing in proportion in the
market, as the sales volume increases and the technological advances enable them
to meet target costs.

Along with progress in CPU and power semiconductor performances, motor con-
trol techniques keep improving. Specifically, the remarkable integration of motor
control modules (PWM, pulse counter, ADC) with a high-performance CPU core
makes it easy to implement advanced, but complicated, control algorithms at a low
cost. Motor-driving units are evolving toward high-efficiency, low cost, high-power
density, and flexible interface with other components.

This book is written as a textbook for a graduate level course on AC motor
control and electric vehicle propulsion. Not only motor control, but also some motor
design perspectives are covered, such as back EMF harmonics, loss, flux saturation,
reluctance torque, etc. Theoretical integrity in the AC motor modeling and control
is pursued throughout the book.

In Chapter 1, basics of DC machines and control theories related to motor control
are reviewed. Chapter 2 shows how the rotating magneto-motive force (MMF) is syn-
thesized with the three-phase winding, and how the coordinate transformation maps
between the abc-frame and the rotating dq-frame are defined. In Chapter 3, classical
theories regarding induction motors are reviewed. From Chapter 4 to Chapter 6,
dynamic modeling, field-oriented control, and some advanced control techniques for
induction motors are illustrated. In Chapter 5, the benefits and simplicity of the
rotor field-oriented control are stressed. Similar illustration procedures are repeated
for PMSMs from Chapter 7 to Chapter 9. Chapter 9 deals with various sensorless
control techniques for PMSMs including both back EMF and signal injection–based
methods. In Chapter 10, the basics of PWM, inverter, and sensors are illustrated.

xi
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xii

From Chapter 11 to 14, electric vehicle (EV) fundamentals are included. In
Chapter 11, fundamentals of vehicle dynamics are covered. In Chapter 12, the
concept and the benefits of electrical continuous variable transmission (eCVT) are
discussed. In Chapter 13, battery EV and plug-in HEV (PHEV), including the
properties and limits of batteries, are considered. In Chapter 14, some EV motor
issues are discussed.

Finally, I would like to express thanks to my students, Sung Yoon Jung, Jin
Seok Hong, Sung Young Kim, Ilsu Jeong, Bum Seok Lee, Sun Ho Lee, Tuan Ngo, Je
Hyuk Won, Byong Jo Hyon, and Jun Woo Kim who provided me with experimental
results and solutions to the problems.

All MATLABr files found in this book are available for download from the pub-
lisher’s Web site. MATLABr is a registered trademark of The MathWorks, Inc.
For product information, please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508-647-7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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Chapter 1

Preliminaries for Motor Control

The DC motor offers a standard model for electro-mechanical systems, and the
operational principles constitute the basics of the whole motor control theory: back
EMF, torque generation, current control, torque-speed control, field-weakening, etc.
The basics of DC motor and various control theories are reviewed in this chapter.

1.1 Basics of DC Machines

DC motors are popularly used since torque/speed controllers (choppers) are simple,
and their costs are much lower than the inverter costs. They are still widely used in
numerous areas such as in traction systems, mill drives, robots, printers, and wipers
in cars. However, DC motors are inferior to AC motors in power density, efficiency,
and reliability.

DC motors have two major components in the magnet circuit: field winding (or
magnet) and armature winding. The DC field is generated by either field winding
or permanent magnets (PMs). Armature winding is wound on a shaft. An electric
motor is a machine that converts electrical oscillation into the mechanical oscilla-
tion. Although a DC source is supplied to the machine, an alternating current is
developed in the armature winding by brush and commutator, i.e., the armature
current polarity changes through a mechanical commutation made of brush and
commutator. A picture of brush and commutator is shown in Fig. 1.1.

The basic principle of a DC motor operation is illustrated in Fig. 1.2. Fig. 1.2 (a)
shows a moment of torque production with the armature coil lying in the middle
of the field magnet. Fig. 1.2 (b) shows a disconnected state in which the armature
winding is separated from the voltage source. Correspondingly, no force is generated.
In Fig. 1.2 (c), the armature coil is re-engaged to the circuit, generating torque in
the same direction. This state is the same as that in Fig. 1.2 (a) except the coil
positions are switched. In some small DC machines, field winding is replaced by
permanent magnets, as shown in Fig. 1.3.

Since most brushes are made of carbon, they wear out continuously. Further,

1
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2 AC Motor Control and Electric Vehicle Applications

Figure 1.1: Brush and commutator of a DC machine.

(b)

S N

(a) (c)

S N S N

Figure 1.2: DC motor commutation and current flow: (a) maximum torque, (b)
disengaged, and (c) maximum torque.

the mechanical contact causes the voltage drop, leading to an efficiency drop. DC
motors require regular maintenance, since the brush and commutator wear out. As
the motor size and speed increase, the commutator surface speed also increases.
Further, the current density in the brush is limited and the maximum voltage on
each segment of the commutator is also limited. These factors limit building a DC
motor above several megawatts rating.

1.1.1 DC Machine Dynamics

In electrical rotating machines, two electromagnetic phenomena are taking place
concurrently:

EMF generation: When a coil rotates in a magnetic field, the flux
linkage changes. According to Faraday’s law, EMF is induced in the
coil. It is called back EMF and described as eb = Kbωr, where Kb is the
back EMF constant, and ωr is the rotor angular speed.
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Figure 1.3: Cross section of a typical PM DC motor.
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Figure 1.4: Equivalent circuit for a DC motor.

Torque generation: When a current-carrying conductor is placed in a
magnetic field, Lorentz force is developed on the conductor. The electro-
magnetic torque is expressed as Te = Ktia, where Kt is the torque con-
stant and ia is armature current.

An equivalent circuit of a separately wound DC motor is shown in Fig. 1.4.
Applying Kirchhoff’s voltage law to the equivalent circuit, we obtain

va = raia + La
dia
dt

+ eb, (1.1)

eb = Kbωr, (1.2)

Te = Ktia (1.3)

where va, ia, ra, and La are the armature voltage, current, resistance, and induc-
tance, respectively. The back EMF constant, Kb, and torque constant, Kt, depend
on the magnet flux developed by the field winding. Fig. 1.4 also shows the field
winding circuit, in which the air gap flux is is denoted by ψ. Within a rated speed
region, ψ is controlled to be a constant. Obviously, Kb and Kt are proportional to
ψ.

www.EngineeringEBooksPdf.com



4 AC Motor Control and Electric Vehicle Applications

Note that the electrical power of the motor is equal to ebia, whereas the mechan-
ical power is Te ωr. From the perspective of power conversion, the electrical power
and mechanical power should be the same. Neglecting the power loss by armature
resistance, ra, it follows that Teωr = ebia. Therefore, we obtain Kt = Kb.

In the motoring action, a current is supplied to the armature coil from an exter-
nal source, va. As the motor rotates, back EMF, eb develops. But since va > eb, the
current flows into the motor (ia > 0), and torque is developed on the shaft. In con-
trast in the generation mode, an external torque forces the machine shaft to rotate,
and the back EMF is higher than the armature voltage, i.e., va < eb. Therefore, the
current flows out from the machine to the external load (ia < 0). At this time, an
opposing torque is developed, leading to mechanical power consumption.

Exercise 1.1
Calculate Kt and Kb for the DC motor whose parameters are listed in Table 1.1.

Solution
The back EMF is equal to eb = va − raia = 240 − 16 × 0.6 = 230.4 V. Hence,
Kb = eb/ωr = 230.4/127.8 = 1.8Vsec/rad. Since Kt = Te/ia = 28.8/16 = 1.8Nm/A,
one can check Kt = Kb.

Table 1.1: Example DC motor parameters

Power (rated) 3.73kW
Voltage (rated) 240V
Armature current (rated) 16A
Rotor speed (rated) 1220rpm (127.8 rad/sec.)
Torque (rated) 28.8Nm
Resistance, ra 0.6Ω

Exercise 1.2
Consider a DC motor with armature voltage 125V and armature resistance ra =
0.4Ω. It is running at 1800rpm under no load condition.
a) Calculate the back EMF constant Kb.
b) When the rated armature current is 30A, calculate the rated torque.
c) Calculate the rated speed.

Solution
a) With no load condition, ia = 0. Thus,

Kb =
125V

1800rpm
× 60rpm

2πrad/sec.
= 0.663Vsec/rad.
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b) Since Kt = Kb, Te = Ktia = 0.663× 30 = 19.89Nm.
c) In the steady-state, didt = 0. Therefore, Te · ωr = (va − raia)ia. Hence,

ωr =
(125− 0.4× 30)× 30

19.89
= 170.44rad/sec = 1628rpm.

1.1.2 Field-Weakening Control

The back EMF increases as the motor speed increases. The motor is designed such
that back EMF eb reaches the maximum armature voltage, vmaxa , at a rated speed,
ωratedr , i.e., vmaxa ≈ Kbω

rated
r . If the speed is higher than ωratedr , the source (armature)

voltage is not high enough to accommodate the back EMF. Then, the question is
how to increase the speed above the rated speed.

Torque

decrease

Load 

curve

Figure 1.5: Torque curve change with respect to ψ. As ψ decreases, the operational
speed increases.

In the steady-state, the armature current is constant. Thus, La
dia
dt ≈ 0. There-

fore, in the high-speed region

Te = Ktia = Kt
vmaxa −Kbωr

ra
=
Ktv

max
a

ra
− K2

t

ra
ωr. (1.4)

Note that Kt is proportional to flux, ψ, so that we let Kt = kψ for some k > 0.
Then, (1.4) is rewritten as

Te =
kψvmaxa

ra
− k2ψ2

ra
ωr. (1.5)

Obviously, as flux ψ decreases, kψvmaxa

/
ra decreases; whereas the slope −(kψ)2

/
ra

approaches zero. Fig. 1.5 shows three torque-speed curves for different ψ’s along
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6 AC Motor Control and Electric Vehicle Applications

with a load curve. The speed is determined at the intersection of a torque curve
(1.4) and the load curve. It should be noted that the operating speed increases as ψ
reduces. That is, higher speed will be obtained by decreasing the field. Therefore,
higher speed is achieved by weakening the field. The field-weakening is a common
technique used for increasing the speed above a rated (base) speed.

Necessity for field-weakening is seen clearly from the power relation. Power is
kept constant above the rated speed. Since

Pe = Teωr = kψirateda ωr,

the flux needs to be decreased inversely proportional to ωr, i.e.,

ψ ∝ 1

ωr
. (1.6)

Then torque, Te = kψirateda also decreases according to (1.6) as shown in Fig. 1.6.

power

current

torque

Flux

Figure 1.6: Power and torque versus speed in the field-weakening region.

Exercise 1.3
Consider a DC motor with ra = 0.5Ω, Kt = kψ = 0.8Nm/A, and Kb = 0.8Vsec/rad.
a) Assume that the motor terminal voltage reaches vmaxa = 120V when the motor
runs at a rated speed, ωr = 140rad/sec. Calculate the rated current and rated
torque.
b) Assume that a load torque, TL = 6Nm, is applied and that the field is weakened
for a half value, Kt = 0.4Vsec/rad. Determine the speed.

Solution
a)

irateda = (120− 0.8× 140)/0.5 = 16A.

Te = 0.8× 16 = 12Nm.

www.EngineeringEBooksPdf.com



Preliminaries for Motor Control 7

b) Using (1.4), it follows that

TL = Te = 6 =
0.4× 120

0.5
− 0.42

0.5
ωr.

Thus, ωr = 281rad/sec.

1.1.3 Four Quadrant Operation

Depending on the polarities of the torque and the speed, there are four operation
modes:

Motoring:
Supplying positive current into the motor terminal, positive torque is
developed yielding a forward motion.

Regeneration:
External torque is applied to the motor shaft against the torque that
is generated by the armature current. Thus, the rotor is rotating in
the reverse direction and the motor is generating electric power, while
providing a braking torque to the external mechanical power source. In
electric vehicles, this mode is referred to as regenerative braking.

Motoring in the reverse direction:
Supplying negative armature current, the motor rotates in the reverse
direction.

Regeneration in the forward direction:
External torque is positive and larger than the negative torque that is
generated by negative armature current. Electrical power is generated
by the motor, while the motor is rotating in the forward direction.

1.1.4 DC Motor Dynamics and Control

The dynamics of the mechanical part is described as

J
dωr
dt

+Bωr + TL = Te, (1.7)

where J is the inertia of the rotating body, B is the damping coefficient, and TL is
a load torque. Combined with the electrical dynamics (1.1)-(1.3), the whole block
diagram appears as shown in Fig. 1.8. Note that load torque TL functions as a
disturbance to the DC motor system, and that back EMF Kbωr makes a negative
feedback loop.

A DC motor controller normally consists of two loops: current control loop
and speed control loop. Generally both controllers utilize proportional integral (PI)
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Motoring 

in the forward direction

Regeneration 

in the reverse direction

Motoring

in the reverse direction

Regeneration

in the forward direction

+

-

+

-

+

-

+

-

+

-

+

-
+

-

+

-

Figure 1.7: Four quadrant operation characteristics.

++
-

-

Figure 1.8: DC motor block diagram.

controllers. Since the current loop lies inside the speed loop, it is called the cascaded
control structure. The overall control block diagram is shown in Fig. 1.9.

+PI+PI+ +
-

-- -

Current Controller

+PI+PI+ +
-

-- -

Figure 1.9: Speed and current control block diagram for DC motor.
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Current Control Loop

Let the current proportional and integral gains be denoted by Kpc and Kic, respec-
tively. With the PI controller Kpc +Kic/s, the closed-loop transfer function of the
current loop is given by

ia(s)

i∗a(s)
=

Kpcs+Kic

Las2 + (ra +Kpc)s+Kic
, (1.8)

where i∗a is a current command. In choosing proportional and integral gains for
current loop, small overshoot is allowed normally to shorten the rise time. The
bandwidth of the current response is normally larger than that of the speed response.

Speed Control Loop

Since the current control bandwidth is larger than the speed control bandwidth,
the whole current block can be treated as unity in determining speed PI gains
(Kpω, Kiω). Specifically, we let ia(s)

/
i∗a(s) = 1 in the speed loop model. With this

simplification, it follows that

ωr(s)

ω∗
r (s)

=
Kt(Kpωs+Kiω)

Js2 + (B +KtKpω)s+KtKiω
≡ (KtKpω/J)s+ ω2

n

s2 + 2ζωns+ ω2
n

, (1.9)

where ωn =
√
KtKiω

/
J is a corner frequency and ζ = (B +KtKpω)

/
(2
√
JKtKiω)

is a damping coefficient. Corner frequency (or natural frequency) ωn is determined
by I-gain, Kiω, whereas damping coefficient ζ is a function of P -gain, Kpω.

1.2 Types of Controllers

The PI controllers are most widely used in the practical systems due to their tracking
ability and robust properties. In this section, some basics of the PI controller and
its variations are reviewed.

Consider a plant, G(s) with a controller, C(s), shown in Fig.1.10. One way to
achieve a perfect set tracking performance is to design a precompensator such that
C(s) = G(s)−1. Then, the input, r to output, y transfer function will be unity for
all frequencies. However, it cannot be a practical solution for the following reasons:

i) The plant may be in nonminimum phase, i.e., the plant has zeros in the right
half plane. Then, its inverse will have poles in the right half plane. Note that
a delay element of a system causes the nonminimum phase property.

ii) Normally, the plant is strictly proper, thereby its inverse contains a differen-
tiator. Therefore, the output feedback control will not be successful since the
sensed signal of the output contains noise and the noise is also differentiated.
Correspondingly, it cannot have a disturbance rejection ability that can be
realized via feedback.
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10 AC Motor Control and Electric Vehicle Applications

++
-

Figure 1.10: Plant with unity feedback controller.

Two important control objectives are set point tracking and disturbance rejec-
tion. For the closed-loop system, the sensitivity function is defined as

S ≡ y(s)

d(s)
=

1

1 + CG
,

representing the effect of disturbance, d on output, y. Therefore, to enhance the
disturbance rejection performance, the smaller S is, the better. On the other hand,
the complementary sensitivity function is defined as

T ≡ 1− S.

In this example,

T (s) =
CG

1 + CG
=
y(s)

r(s)
.

That is, the complementary sensitivity function reflects the tracking performance.
Therefore, it is desired to be unity.

The performance goals may be stated as S = 0 and T = 1 for all frequency
bands. But, it cannot be realized due to the reasons stated above. However, the
goals can be satisfied practically in a low frequency region. Bode plots of the typical
sensitivity and complementary sensitivity functions are shown in Fig. 1.11. Note
that T (jω) ≈ 0dB and S(jω) is far lower than 0dB in a low frequency region.

Figure 1.11: Typical sensitivity and complementary sensitivity functions.
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Preliminaries for Motor Control 11

1.2.1 Gain and Phase Margins

The phase delay is an intrinsic nature of a dynamic system, and the delay sometimes
causes instability for a closed-loop system. Instability occurs in the feedback loop
when two events take place at the same time: unity loop gain and 180◦ phase delay.
A pathological example is shown Fig. 1.12: Assume that the reference command is
sinusoidal and that

|C(jω)G(jω)| = 1 and ∠C(jω)G(jω) = −180◦,

i.e., the loop gain is unity and the loop delay is −180◦. Then, −y(t) is in phase with
r(t), i.e., the error is equal to e(t) = r(t) − y(t) = 2r(t). Repeating the same, e(t)
grows indefinitely.

-

180o phase delay
11

12

13

14

+
+ +

+

+

Figure 1.12: Instability mechanism when loop gain is unity and phase delay is 180◦.

Phase margin and gain margin are buffers from the unstable points. The gain
margin is defined by

Amg = 20 log10
1

|C(jωp)G(jωp)|
(1.10)

at ωp where arg[C(jωp)G(jωp)] = −180◦. That is, the gain margin is the difference
from 0 dB to the loop gain at frequency ωp, where the phase delay is 180◦. On the
other hand, the phase margin is defined by

ψmg = arg[C(jωg)G(jωg)] + 180◦ (1.11)

at ωg where |C(jωg)G(jωg)| = 1. In other words, the phase margin is the angle
difference from −180◦ at the frequency when the loop gain has unity. Gain and
phase margins are marked by arrows in the Bode plot shown in Fig. 1.13.

If a system is tuned with a high gain margin, it may be stable even under a high
disturbance. However, the response is very sluggish, and as a result, it may not
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12 AC Motor Control and Electric Vehicle Applications

satisfy certain control goals. In other words, a high gain margin may be obtained at
the sacrifice of control bandwidth. But the system will become unstable in the other
extreme. Hence, the controller needs to be well-tuned in the sense that agileness
is balanced with stability, i.e., the system must be stable, but it should not be too
relaxed. Proper selection ranges are: Gain margin = 12 ∼ 20 and Phase margin =
40◦ ∼ 60◦.

-180o

Phase

Margin

Gain

Margin

0

Gain crossover angular frequency

phase crossover angular frequency

Figure 1.13: Gain and phase margins in a Bode plot.

Exercise 1.4
Suppose that C(s) = Kp(1+

1
s ) and G(s) =

1
s in Fig. 1.10. Determine Kp such that

the phase margin is equal to 30◦.

1.2.2 PI Controller

Proportional-integral (PI) controllers are most commonly used in practice, since
they have a good disturbance rejection property and are not sensitive to system
parameter variation. The main virtue of I-controller is the ability of DC disturbance
rejection, i.e., I-controller has the infinite gain for a DC error. For example, consider
a feedback system shown in Fig. 1.10 and let G(s) = 1/(s+α) and C(s) = Kp+Ki/s.
Suppose that a step disturbance d(t) = d ·us(t− t1) is applied at t1. Then, applying
the final value theorem[6],

lim
t→∞

e(t) = lim
s→0

sE(s)
de−st1

s
= lim

s→0

de−st1

1 +
(
Kps+Ki

s

)(
1

s+α

) = 0.
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That is, the steady-state error caused by a DC disturbance can be eliminated com-
pletely.

Note further that

Ki

∫ ∞

t1

e(τ)dτ = d.

As far as e(t) ̸= 0, the integral action takes place until the error sum is equal to the
magnitude of disturbance. That is, the integral controller produces a term which
cancels out the DC disturbance. Fig. 1.14 shows this integral action, in which the
shaded area is equal to d. However, a very high integral gain makes the system
unstable producing a large overshoot.

Input

Disturbance

Time (sec)

+
-

-
+ +Output

0 1 1.5 320.5 2.5

1

Figure 1.14: Response to a step disturbance applied at time t = 1.5 sec.

To classify the asymptotic behavior, system types are defined. Type m system
is defined as the system of the form [6]

G(s) =
(s+ z1)(s+ z2) · · ·
sm(s+ p1)(s+ p2) · · ·

.

The PI controller increases the system type by one. Type 1 system can reject a DC
disturbance. But to reject a ramp disturbance, d(t) = tus(t), the system type must
be at least 2.

Exercise 1.5
Suppose that C(s)G(s) in Fig. 1.10 is system type 2. Show that the closed-loop
rejects the ramp disturbance.

Simplified Modeling of Practical Current Loop

Nowadays, most control algorithms are implemented using microcontrollers, and
thereby associated delay elements are introduced in the control loop:
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Hold element

(current command)

-
Computing cycle

(current control)
Controlled

system

Current detection

PWM 

execution

Figure 1.15: Practical current loop based on a microcontroller.

i) command holder,
ii) computing cycle time,
iii) pulse-width modulation (PWM) execution delay,
iv) value detection

The command is refreshed every sampling period. Since the command value is held
until the next sampling period, the holding delay takes place, which is estimated
about half of the sampling period, Tsa/2, where Tsa is the current sampling period. A
computing cycle is required for current control and calculation of the PWM intervals.
Also, there is a delay in executing the PWM. Finally, a delay is required for current
sensing and A/D conversion. Fig. 1.15 shows the delay elements in the current
control loop. We sum up all the delay elements in the current loop, and denote it
by τσ. The total delay of the current loop is estimated as τσ = 1.5 ∼ 2Tsa [2]. Note
further that

e−τσs =
1

eτσs
≈ 1

1 + τσs
. (1.12)

Hence, the total delay can be represented as a a first order filter. In the speed loop,
the current block is often treated as the first order system, (1.12).

1.2.3 Method of Selecting PI Gains

In this part of the section, a general guideline for selecting PI gains is presented.
Fig. 1.16 (a) shows a typical motor speed control loop, and Fig. 1.16 (b) shows
the Bode plot of the open-loop. Note from the PI block that Kp is speed loop
proportional gain and that Ti is the integral time constant. The first order filter
block 1

/
(1 + τσs) represents the current control block.

Let ω1 =
1
Ti

and ω2 =
1
τσ
, and divide the whole frequency range into three parts:

[0, ω1), [ω1, ω2), and [ω2, ∞). Note that [0, ω2] representing the current bandwidth
is larger than the speed bandwidth and that 1

/
(1+τσs) ≈ 1 in [0, ω2]. Furthermore,

in the low frequency region, [0, ω1), the loop gain is approximated as
Kp

TiJ s2
since

Kp +
Kp

Ti s
≈ Kp. However, in [ω1, ω2) the loop gain is close to

Kp

J s . Finally, the loop
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gain is approximated as
(

Kp

1+τσs

)
1
Js . Summarizing the above, we have

1

Js

(
Kp +

Kp

Ti s

)(
1

1 + τσs

)
≈


Kp

TiJ s2
(−40dB), [0, ω1)

Kp

J s (−20dB), [ω1, ω2)(
Kp

1+τσs

)
1
Js (−40dB), [ω2, ∞)

Let [0, ωsc) be the speed bandwidth. Then, it is necessary to make
Kp

Jω ≈ 1 for
ω < ωsc. Hence, the proportional gain should be selected as

Kp = Jωsc . (1.13)

It is necessary to make the corner frequency ω1 of the PI controller much less than
ωsc: A common rule to choose the integral time constant is

ω1 =
1

Ti
=
ωsc
5
. (1.14)

Then with the gain Kp = Jωsc and Ti = 5
/
ωsc, the closed-loop transfer function is

Kp

(
1 + 1

Tis

)
1
Js

1 +Kp

(
1 + 1

Tis

)
1
Js

=
ωscs+

ω2
sc
5

s2 + ωscs+
ω2
sc
5

. (1.15)

Thus, the damping coefficient is ζ =
√
5
/
2, and it corresponds to an overdamping.

According to ASME (American Society of Mechanical Engineers), the general
guidelines for selecting PI gains are [1]:

I. Phase margin should be larger than 30◦, and gain margin should be larger than
2.5 (8dB).

II. The slope of the gain plot should be −20dB/scale in the region of ωsc.

III. It is desired to satisfy ωsc − ω1 = (12 ∼
1
3)(ω2 − ωsc). Also, D/E ≥ 5 needs to

be satisfied, when D and E are not on the logarithmic scale. In other words,
ω2 ≥ 5ω1.

IV. Point E should be less than −6dB.

V. The overshoot should be less than 200%. A proper overshoot value is 130%.

1.2.4 Integral-Proportional (IP) Controller

The integral-proportional controller (IP controller) is a variation of PI controller.
The IP controller has the proportional part in the feedback path, as shown in
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++
-

-

Gain

0 dB

-20 dB

PI controller 1st order filter

(current controller)
Inertial Load
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Speed
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Figure 1.16: (a) Speed control loop and (b) Bode plot for the open-loop.
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Speed
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(b)

Figure 1.17: Speed control loops with (a) PI and (b) IP controllers.
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Fig. 1.17 (b). The location of the integral part is the same as that of the PI controller.
The transfer functions are equal to

PI Controller ⇒ ωPIr (s)

ω∗(s)
=

KtKp

J

(
s+ 1

Ti

)
s2 +

KtKp

J s+
KtKp

JTi

(1.16)

IP Controller ⇒ ωIPr (s)

ω∗(s)
=

KpKt

JTi

s2 +
KtKp

J s+
KtKp

JTi

. (1.17)

Note that both functions have the same denominator, but the numerators are differ-
ent: An IP controller does not have differential operator ‘s’, whereas a PI controller
does. Let ωPIr (t) = L−1{ωPIr (s)} and ωIPr (t) = L−1{ωIPr (s)}, where L−1 is the
inverse Laplace operator. Then,

ωPIr (t) = ωIPr (t) + Tiω̇
IP
r (t).

That is, the derivative, ω̇IPr , of the IP controller output appears additionally in the
output of the PI controller. Therefore, PI controllers make a larger overshoot or
undershoot during the transition than IP controllers. This fact is observed when
we compare the controller outputs: The PI controller produces a higher current
command, i∗, than an IP controller for the step input. Fig. 1.18 shows the speed
responses and current commands when PI and IP controllers are utilized with the
same Kp and Ti. Note that ωPIr has an overshoot, but ωIPr does not. Note also
from Fig. 1.18 (b) that the current command level i∗ of the PI controller is about
five times larger than that of the IP controller. Hence, to avoid a possible current
peaking, IP controllers are preferred in the speed loop of practical systems.

Exercise 1.6
Obtain the transfer functions from the disturbance to the output ω(s)

TL(s)
for the PI

and IP cases shown in Fig. 1.17.

1.2.5 PI Controller with Reference Model

In the previous section, it is shown that the integral action is required to eliminate
a DC offset in the output caused by a possible disturbance. But, with the use of
an integral controller the system order increases. The order increase causes more
phase delay, resulting in a narrow phase margin for a given control bandwidth. In
this section, we consider the PI controller with reference model which implements
the disturbance rejection capability without increasing the system order between
the reference input and output.

PI with Reference Model

A control block diagram of the PI controller with reference model is shown in
Fig. 1.19 [2]. Note that the current loop is modeled as 1/(1 + τσs). The block
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Figure 1.18: (a) Speed responses and (b) current commands for the PI and IP
controllers shown in Fig. 1.17.
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Integral control

Proportional

control
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+

+
++

+
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Figure 1.19: PI controller with reference model.

diagram consists of two parts: The bottom part shows the tracking control loop,
whereas the upper part shows the disturbance rejection part. It should be noted that
the integral controller is not involved in the tracking part. Instead, just a P-gain,
Kp, appears. As a result, the closed-loop transfer function of ωr(s)/ω

∗
r (s) appears
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as a second-order system:

ωr(s)

ω∗
r (s)

=
1

Jτσ
Kp
s2 + J

Kp
s+ 1

(1.18)

≈ 1
J
Kp
s+ 1

(1.19)

Furthermore, the second-order system can be reduced further as a first order model
in a low frequency area. The reduced order model, (1.19) is used as a reference
model representing the tracking part. Both the model and the real plant receive the
same speed command, ω∗

r . Since the same input, ω∗
r , is applied to both plant and

reference model, their outputs are expected to be the same, i.e., ωr ≈ ωm. But if the
disturbance is present, they cannot be the same. On the other hand, ωm−ωr carries
information of disturbance, d. To compensate the disturbance, integral action is
taken on the error, ωm − ωr. In the steady-state, it follows that

Kp

Ti

∫ t

0
(ωm(τ)− ωr(τ))dτ = d,

but the integral action does not affect the tracking part. The disturbance compen-
sation loop is denoted by dotted lines in Fig. 1.19.

The transfer function from the disturbance to the output is a 3rd-order function:

ωr(s)

d(s)
=

Ti
Kp
s(τσ + 1)

τσTiJ
Kp

s3 + TiJ
Kp
s2 + Tis+ 1

. (1.20)

This result is the same as that of the conventional PI controller. But the difference
lies in the tracking part: The tracking part is a second-order with the reference
model, whereas it is a 3rd-order with the conventional PI controller. They are
compared in Table 1.2

Fig. 1.20 shows the Bode plots of ωr(s)/ω
∗
r (s) in Table 1.2. In the simulation,

we let J = 0.015, τσ = 0.000548, Kp = 13.69, and Ti = 0.0022. One can see that
the PI controller with reference model has less phase delay than the conventional
PI. Fig. 1.21 shows that the conventional PI controller makes a larger overshoot
in the step responses for the same gain. It is due to the presence of a zero in the
conventional PI controller.

Double Ratio Rule

Based on a damping optimum of the closed control loop, gain selection based on the
double ratio rules were developed [2]. Consider a closed-loop system

H(s) =
y(s)

u(s)
=

bns
n + bn−1s

n−1 + · · ·+ b1s+ b0
ansn + an−1sn−1 + · · ·+ a1s+ a0
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Table 1.2: Comparision of transfer functions

PI with reference model Conventional PI

ωr(s)

ω∗
r (s)

1
Jτσ
Kp
s2 + J

Kp
s+ 1

Tis+ 1
τσTiJ
Kp

s3 + TiJ
Kp
s2 + Tis+ 1

ωr(s)

d(s)

Ti
Kp
s(τσ + 1)

τσTiJ
Kp

s3 + TiJ
Kp
s2 + Tis+ 1

Ti
Kp
s(τσ + 1)

τσTiJ
Kp

s3 + TiJ
Kp
s2 + Tis+ 1

PI

PI with reference

PI
PI with reference

(a)

(b)

0

0

0

0

Figure 1.20: Bode plots of the systems with the PI controller with reference model
and the conventional PI controller: (a) for tracking and (b) for disturbance rejection.
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PI

PI with reference

Time (sec)

Figure 1.21: Step responses with the PI controller with reference model and the
conventional PI controller for the same gains.

Make a sequence of coefficients ratios:

an
an−1

,
an−1

an−2
,
an−2

an−3
, · · · , a1

a0

Choose the coefficients such that the ratios between adjacent components are less
than or equal to 1/2:

ak
ak−1
ak−1

ak−2

=
akak−2

a2k−1

≤ 1

2
, for 2 ≤ k ≤ n. (1.21)

This pole allocation method leads to a good command and disturbance response
without extensive calculation. This method results in a robust response, i.e., it
makes the system less susceptible to parameter variation.

For example, consider a second-order system, 1
/
(a2s

2 + a1s+ a0). Applying the

double ratio rule, (1.21), we obtain a2 =
a21
2a0

. Then the denominator is equal to

a21
2a0

[
s2 + 2

(
a0
a1

)
s+ 2

(
a0
a1

)2
]
=

a21
2a0

s2 + 2 · 1√
2

(√
2a0
a1

)
s+

(√
2a0
a1

)2


Therefore, the double ratio rule leads to the damping coefficient being
ζ = 1√

2
= 0.707.
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Now we apply the double ratio rule to (1.20). Then

τσT 2
i J

Kp(
TiJ
Kp

)2 =
Kpτσ
J

≤ 1

2

TiJ
Kp

· 1
T 2
i

=
J

KpTi
≤ 1

2

These lead to gain selection:

Kp =
J

2τσ
(1.22)

Ti =
2J

Kp
= 4τσ . (1.23)

Note that the integral gain is equal to

Ki =
Kp

Ti
=

J

8τ2σ
. (1.24)

This tells us that as the delay increases, both the proportional and integral gains
should be reduced. On the other hand, both gains can be increased as the inertia
increases. After applying the optimal gains (1.22) and (1.23), the transfer functions
turn out to be

ωr(s)

ω∗
r (s)

=
1

2τ2σs
2 + 2τσs+ 1

(1.25)

ωr(s)

d(s)
=

8τσs(τσs+ 1)

8τ3σs
3 + 8τ2σs

2 + 4τσs+ 1
(1.26)

Exercise 1.7
Consider system shown in Fig. 1.19. Show that the phase margin of the open loop
system is 65.5o independently of τσ, if we set Kp = J

2τσ
. Show also that ζ = 0.707

for closed loop system.

Solution
Open loop transfer function is H(s) = Kp

1
(1+τσs)Js

= 1/2τσ
τσs2+s

. It is necessary to find

ω that satisfies | − τσω
2 + jω| = 1

2τσ
. The solution is ω =

√√
2−1
2

1
τσ

= 0.455 1
τσ
.

Therefore,

phase margin = tan−1

(
1

−τσω

)
+ 180o = tan−1

(
1

−0.455

)
+ 180o = 65.5o.

Damping coefficient, ζ = 0.707 follows directly from the closed loop transfer function,
1/2τ2σ

s2+1/τσs+1/2τ2σ
.
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This section can be summarized as

1) The PI controller with reference model does not increase the order of the transfer
function from the command to the output. Thereby, it has lower phase lag
and larger phase margin. On the other hand, it has the same characteristics
with the conventional PI controller in the disturbance rejection.

2) The double ratio rule is a convenient optimum damping rule that can be used
for determining the PI gains. The resulting PI gain tells us that we can apply
higher gain when the system has lower delay. As the delay increases, the
gain should be lower correspondingly. Otherwise, the system will be unstable.
Similarly, we can utilize high gain for the system having a large inertia. The
double ratio rule provides us a good reference for the gain selection.

1.2.6 Two Degrees of Freedom Controller

In general, PI controllers do not utilize the structure information of the plant. The
internal model control (IMC), as the name stands for, employs the model of the
plant inside the controller. The IMC combined with two DOF controller is shown
in Fig. 1.22 [3]. The IMC utilizes a model, Ĝ(s) in the control loop, which is an
estimate of the plant, G(s). Both the plant and the model receive the same input,
and then the outputs are compared. For the purpose of illustration, let Ĝ(s) = G(s).
Due to the presence of disturbance, the outputs are not the same. The output error
is fed back to the input through the feedback compensator, Qd(s). On the other
hand, the IMC also has a feedforward compensator, Qr(s).

-

-

Plant with disturbance

Feedback compensator

Feed forward

compensator

+

+ +

+

+

Figure 1.22: IMC structure for plant G(s) with disturbance d.

The transfer function of the whole system is

y =

[
G(s)Qr(s)

1 +Qd(s)(G(s)− Ĝ(s))

]
r +

[
G(s)(1−Qd(s)Ĝ(s))

1 +Qd(s)(G(s)− Ĝ(s))

]
d. (1.27)
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If there is no plant model error, i.e., G = Ĝ, then

y = G(s)Qr(s)r +G(s)(1−Qd(s)G(s))d.

The sensitivity function S and the complementary sensitivity function T are

S(s) ≡ y(s)

d(s)

∣∣∣∣
r(s)=0

= G(s)(1−Qd(s)Ĝ(s)), (1.28)

T (s) ≡ y(s)

r(s)

∣∣∣∣
d(s)=0

= G(s)Qr(s). (1.29)

Note that S(s) is affected by the feedback compensator Qd(s), whereas T (s) is
affected by the feedforward compensatorQr(s). That is, Qd(s) serves for disturbance
rejection, whereas Qr(s) functions to enhance the tracking performance. Since the
sensitivity function and the complementary sensitivity function can be designed
independently, it is called the two DOF controller.

1.2.7 Variations of Two DOF Structures

-

-

(a)

(b)

-

-

+ +

+

+

+

+

+

+
+

Figure 1.23: Equivalent two DOF structures when Qr(s) = Qm(s)G(s)
−1.

Ideal performances, S = 0 and T = 1 are obtained when Qd(s) = G(s)−1 and
Qr(s) = G(s)−1. In this case, the controllers will be improper, i.e., they will contain
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differentiators. Therefore, the ideal controller cannot be realized practically. Despite
not being perfect, it is desired to let S ≈ 0 and T ≈ 1 in a low frequency range. To
resolve the problem of differentiation, we put a low-pass filter Qm(s) in font of the
inverse dynamics G(s)−1, i.e.,

Qr(s) = Qm(s)G(s)
−1, (1.30)

where Qm(s) is a filter that prevents improperness of Qr(s). Thus, Qm(s) is desired
to have a unity gain in a low frequency region. A practical choice is

Qm(s) =
1

(τs+ 1)n
, (1.31)

where 1/τ > 0 represents a cut-off frequency and n > 0 is an integer. As τ gets
smaller, the wider (frequency) range of unity gain is obtained. The order of the
filter, n needs to be the same as the relative degree of G(s). Then Qm(s)G(s)

−1

turns out to be proper.
Variations of the IMC block diagram are shown in Fig. 1.23 [5]. Note that the

IMC in Fig. 1.22 is equivalent to the one in Fig. 1.23 (a). With the feedforward
compensator, (1.30), the block diagram turns out to be Fig. 1.23 (b). The controller
shown in Fig. 1.23 (b) is the two DOF controller containing inverse dynamics. The
role of Qd(s) is to nullify the effects of the disturbance, d(s) in a low frequency
region. In [4], a PI controller was selected for Qd(s).

1.2.8 Load Torque Observer

-

Torque

command

Torque

Controller

+ -

+

Load torque observer

+

++

Figure 1.24: A load torque observer.

A load torque observer is often called a disturbance observer. The load torque is
different from the state observer, since the disturbance is not a state variable. It is
quite often used in the speed loop to reject the disturbance torque. Fig. 1.24 shows
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a typical structure of the load torque observer, where the load torque, TL, is treated
as an external disturbance. The objective is to estimate the unknown load torque
and feedback it to the input of the torque controller, so that the unknown load is
compensated before the speed (PI) controller is activated.

In the following analysis, the load torque is assumed to be a constant. The load
torque is filtered out by the plant dynamics, so that the observer has, in nature,
a structure of the inverse dynamics. To circumvent the use of the differentiator,
Ĵs + B̂, it utilizes a low-pass filter with unity gain, 1

/
(1 + αs)[7]. Note that the

impulse response is equal to 1
αe

− 1
α
tus(t), where us(t) is the unit step function. Since∫∞

0
1
αe

− 1
α
tdt = 1 independently of α, it approaches the delta function as α decreases

to zero. Therefore, practically Ĵs+B̂
1+αs ωr(s) ≈ (Ĵs+ B̂)ωr(s) for a large α > 0 while a

direct differentiation is avoided:

Ĵs+ B̂

1 + αs
ωr(s) =

Ĵ

α
+
B̂ − Ĵ/α

1 + αs
ωr(s).

The same low-pass filter is applied to the input, T (s). Then, a torque estimate T̂L
is obtained as

T̂L =
1

1 + αs
T (s)− Ĵs+ B̂

1 + αs
ω(s). (1.32)

Hong and Nam[7] put an artificial delay in the input path of the load torque (dis-
turbance) observer for a system with measurement delay as shown in Fig. 1.25. It
was shown that the observer with the artificial delay showed a better performance
like a Smith predictor [8].

-

-

+

+

+

+

+

++

delay

artificial delay

Figure 1.25: A load torque observer with an artificial delay in the input path.

1.2.9 Feedback Linearization

Consider a single input, single output nonlinear system

ẋ = f(x) + ug(x), (1.33)

y = h(x), (1.34)
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where x ∈ IRn, f : IRn → IRn, g : IRn → IRn, h : IRn → IR, u : [0,∞) → IRn.
Assume that f , g, and h are differentiable infinitely. Let

Lfh ≡< dh, f >=
n∑
i=1

∂h

∂xi
fi .

Correspondingly, define for k ≥ 1

Lkfh ≡< dLk−1
f h, f > .

We construct a new map T : IRn → IRn defined by

T (x) =


h
Lfh
...

Ln−1
f h

 . (1.35)

Let xe be an equilibrium point of f(x), i.e., f(xe) = 0. Suppose further that the
Jacobian DT (xe) has rank n, i.e.,

rank [DT (xe)] = rank


dh
dLfh

...

Ln−1
f h

 (xe) = n. (1.36)

Then T is a local diffeomorphism in a neighborhood of xe. In other words, T is
a differentiable homeomorphism. When a function is one-to-one and onto, and its
inverse is continuous, then the function is called homeomorphism.

We define a new coordinate system z = T (x). Assume further that{
LgL

k
fh = 0, 0 ≤ k ≤ n− 2.

LgL
n−1
f h ̸= 0.

(1.37)

Then, it follows from (1.37) that

ż =


Lf+ugh
Lf+ugLfh

...

Lf+ugL
n−1
f h

 =


Lfh
L2
fh
...

Lnfh+ uLgL
n−1
f h

 . (1.38)

Now, we choose

u =
1

LgL
n−1
f h

(v − Lnfh). (1.39)
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Then it follows from (1.38) that

ż =


z2
z3
...
zn
v

 =


0 1 0 · · · 0
0 0 1 · · · 0

. . .

0 0 0 · · · 1
0 0 0 · · · 0

 z +

0
0
...
0
1

 v . (1.40)

That is, through coordinate transformation (1.35) and feedback (1.39), a linear
system is obtained[9]. Let adfg = [f, g] and adkfg = [f, adk−1

f g], where [f, g] is the
Lie bracket of vector fields f and g. A necessary and sufficient condition for the
existence of a function that satisfies (1.37) is

{g, adfg, · · · , adn−1
f g} are linearly independent;

{g, adfg, · · · , adn−2
f g} are involutive,

where involutive means a distribution is closed under Lie bracket operation[9]. An
application of feedback linearization theory to a PWM converter-inverter system is
found in [10].
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Problems

1.1 Consider a DC motor with ra = 0.3Ω. Assume that voltage drop over the
commutator and brush is 1V independently of the speed. The open circuit
voltage is 220V at 1000rpm.

a) Calculate the back EMF coefficient, Kb.

b) Calculate current, torque, and efficiency at 950rpm.

1.2 Consider a DC motor with ra = 0.5Ω, Kt = 0.4 Nm/A, andKb = 0.4Vsec/rad.
Assume that the maximum armature voltage is vmaxa = 120V .

a) Determine the motor speed when the load torque is TL = 8Nm.

b) Suppose the back EMF constant is reduced to Kb = 0.3Vsec/rad
under the same load. Recalculate the speed.

1.3 Consider a DC motor with the following parameters: ra = 0.5Ω, La = 12 mH,
Kt = 1.8 Nm/A, Kb = 1.8Vsec/rad, and J = 0.1kg ·m2. Then the current
loop transfer function with a PI controller, Kp +Ki/s is

Ia(s)

I∗a(s)
=

(Kp +
Ki
s ) 1

Las+ra

1 + (Kp +
Ki
s ) 1

Las+ra

=

Kp

La
s+ Ki

La

s2 +
ra+Kp

La
s+ Ki

La

=

Kp

La
s+ ω2

n

s2 + 2ζωns+ ω2
n

a) Determine the proportional gain, Kp such that ζωn = 1000. Also,
choose Ki such that overshoot of the step response is about 10%.

b) The current loop is approximated as

Ia(s)

I∗a(s)
=

Kp

Laω2
n
s+ 1

1
ω2
n
s2 + 2 ζ

ωn
s+ 1

≈ 1

2 ζ
ωn
s+ 1

.

Refer to the speed loop shown in Fig. 1.16 (a) and use the approximate
current model. Given ω2 = 1000rad/sec, determine the speed loop gain
by utilizing (1.13), (1.14) and ωsc − ω1 =

1
2(ω2 − ωsc).

c) Draw the Bode plot of the speed loop with the gains obtained in c)
and determine the phase margin.
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1.4 Derive (1.17).

1.5 Consider system shown in Fig. 1.19. Determine the phase margin of the open
loop system if we set Kp =

J
τσ
. Also, determine the damping coefficient, ζ, for

the closed loop system.

1.6 Consider Fig. 1.23 (a). Let[
y
u

]
= A(s)

[
r
d

]
.

Determine A(s) ∈ IR2×2.

1.7 Consider a load torque observer for the system with measurement delay shown
in Fig. 1.25. Let G(s) = Ĝ(s) = 1

/
(Js+B) and Qd(s) = 1

/
(1 + αs).

a) Determine the closed-loop transfer function, T̂L(s)
/
TL(s).

b) Repeat the same when the artificial delay is not present in the input
side.
c) Approximate e−τds ≈ 1 − τds. Discuss from the stability viewpoint
why the observer with the artificial delay is better compared with the
ordinary one.
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Chapter 2

Rotating Field Theory

In AC machines, windings are distributed in such a way that a rotating magnetic
field is generated by a polyphase AC source. An ideal three-phase voltage source
consists of three AC voltage sources equal in magnitude and displaced by phase
angles of 120◦. Apart from the efficiency in electric power transmission, the three-
phase system allows for the generation of a rotating field. The flux, voltage, and
current of a three-phase system are represented as vectors in the complex plane
since they satisfy the balance condition, for example, va + vb + vc = 0 in the three-
phase voltage (va, vb, vc). Transformation maps into the stationary and rotating
(synchronous) dq-frames are illustrated in this chapter.

2.1 Construction of Rotating Field

A photograph of an induction motor stator is shown in Fig. 2.1. The stator is
constructed by stacking punched lamination steel sheets and then winding the stator
coils through the slots on the stator core. Fig. 2.2 shows the three-phase windings
in a schematic view of an AC motor cross section. The axis of the a-phase current is
aligned to the direction of flux generated by the a-phase current flow. Flux direction
can be easily determined by applying the right-hand rule. The same rule applies
to b and c phase windings. In Fig. 2.2 (b), flux directions are symbolized by the
directions of coils.

Fig. 2.3 shows a cut and stretched view of the a-phase stator winding consisting
of four pairs (a1, a

′
1), (a2, a

′
2), (a3, a

′
3), and (a4, a

′
4). Since the super-position law is

applied, the resulting magneto motive force (MMF) resembles stairs with rotational
symmetry, i.e., MMF(θ) = −MMF(θ + π).

2.1.1 MMF Harmonics of Distributed Windings

The number of slots per phase per pole is denoted by q; the closer the MMF ap-
proaches to a sinusoidal wave, the higher q becomes. If a number of slots per phase
per pole is equal to one (q = 1), then the corresponding MMF is a square wave as

33
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Figure 2.1: Wound stator of an induction motor.

b`

a`

a

c

c`

b
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b-axis

c-axis

(a)

a

b

c

(b)

Figure 2.2: Simplified cross-sectional view of AC motor with stator phase windings.

shown in Fig. 2.4 (a). Assume that the pole pitch is τp and that the number of
coil turns is N . According to Fourier series expansion, the square wave MMF is
expressed as the infinite sum:

MMF =
4

π

IN

2

(
cos

π

τp
θ − 1

3
cos

3π

τp
θ +

1

5
cos

5π

τp
θ − 1

7
cos

7π

τp
θ + · · ·

)
(2.1)

A sum up to 7th order is shown in Fig. 2.4 (b).

Fig. 2.5 shows the case of a fractional pitch winding (W/τp = 2/3), where τp is
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Cut and Stretch
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a4`
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θ

Figure 2.3: Superposition of MMFs of distributed windings.

the pole pitch and W is the coil span. Then the MMF is given by

MMF(q=2) =
NI

2

4

π

∑
n=1,3,5,···

1

n
kp(n) cos

nπ

τp
. (2.2)

Note that 4
π

1
nkp(n) corresponds to the Fourier coefficients. Thus it should follow that

4

π

1

n
kp(n) ≡ 2

π

∫ π

0
MMF(θ) cos(nθ)dθ

=
4

π

∫ W
τp

π
2

0
cos(nθ)dθ

=
4

π

1

n
sin

(
n
W

τp

π

2

)
. (2.3)

Therefore, it turns out that

kp(n) = sin

(
n
W

τp

π

2

)
. (2.4)
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(a)

(b)

Figure 2.4: Fourier series expansion: (a) square wave MMF and its fundamental
component and (b) approximation up to 7th order.

Note here that a fractional pitch factor makes the MMF shape closer to a sinusoidal
wave, i.e., it helps reduce the harmonics. Specifically,∣∣∣∣sin(nWτp π2

)∣∣∣∣ ≤ ∣∣∣sin(nπ2)∣∣∣ = 1.

At this time, the fundamental component is also reduced. For example, pitch factors
for W

/
τp = 5

/
6 for different harmonics are listed in Table 2.1. Note in that case,

the 5th and 7th components are reduced significantly.

Table 2.1: High order pitch factors for W/τp = 5/6.

n 1 3 5 7 9 11 13

kp(n) 0.966 -0.707 0.259 0.259 -0.707 0.966 -0.966
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Figure 2.5: MMF for a fractional pitch winding, W/τp = 2/3.

2.1.2 Rotating MMF Sum of Three-Phase System

Consider an extreme case in which the phase winding is distributed sinusoidally, i.e.,
Na(θ) =

N
2 sin θ, where N is the total number of turns of a phase winding. Note that

the winding number is a function of θ and that the sum over a half period is equal
to
∫ π
0
N
2 sin θdθ = N . Sinusoidally distributed winding makes a perfect sinusoidal

MMF, as shown in Fig. 2.6 [1]. Then, the MMF is

MMFa(θ) =
1

2

(∫ π+θ

θ

N

2
sin θdθ

)
· ia =

1

2
Nia cos θ. (2.5)

Since there are 120◦ phase displacements between the phase windings, b and c phase
MMFs are derived such that

MMFb =
1

2
Nib cos(θ −

2π

3
) (2.6)

MMFc =
1

2
Nic cos(θ −

4π

3
) . (2.7)

Suppose that the following balanced stator currents flow in the phase windings:

ia = I cos(ωt), (2.8)

ib = I cos(ωt− 2π

3
), (2.9)

ic = I cos(ωt− 4π

3
). (2.10)

Then, the total MMF is equal to

MMFsum = MMFa +MMFb +MMFc =
1

2
NI

[
cos θ cosωt

+ cos(θ − 2π

3
) cos(ωt− 2π

3
) + cos(θ − 4π

3
) cos(ωt− 4π

3
)

]
. (2.11)
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a

a’

Figure 2.6: MMF made by sinusoidally distributed windings.

Utilizing the cosine law, it follows that

cos θ cosωt =
1

2
(cos(θ + ωt) + cos(θ − ωt)) ,

cos(θ − 2π

3
) cos(ωt− 2π

3
) =

1

2

(
cos(θ + ωt− 4π

3
) + cos(θ − ωt)

)
,

cos(θ − 4π

3
) cos(ωt− 4π

3
) =

1

2

(
cos(θ + ωt− 8π

3
) + cos(θ − ωt)

)
.

Note the identity

cos(θ + ωt) + cos(θ + ωt− 4π

3
) + cos(θ + ωt− 2π

3
) = 0 for all t.

This implies that the sum of the components rotating in the clockwise direction is
equal to zero. Therefore, it follows that

MMFsum =
3

4
NI cos(θ − ωt). (2.12)

This is a traveling wave equation. When we set the angular position as a function of
t such that θ = ωt, the MMF looks constant. This can be interpreted as the MMF
is rotating at the electric angular velocity, ω. That is, a traveling MMF is obtained
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by applying balanced three-phase current to sinusoidally distributed three-phase
windings [1].

Exercise 2.1
Demonstrate that the MMF rotates in the reverse direction (clockwise) if we change
the motor terminal connection such that ia = I cos(ωt), ib = I cos(ωt − 4π

3 ), and
ic = I cos(ωt− 2π

3 ).

Exercise 2.2
Consider a two-phase motor as shown in Fig. 2.7. The two stator windings are
distributed sinusoidally, and have 90◦ phase angle difference; MMFa = Nia

2 cos θ

and MMFb =
Nib
2 sin θ. Find proper phase currents, ia and ib, as functions of time

so that the rotating MMF is generated.

a

θ
b’

a’

b

Figure 2.7: Two-phase stator windings and their MMF waveforms.

2.1.3 High-Order Space Harmonics

A perfect sinusoidal traveling MMF (2.12) is obtained only when the coil is dis-
tributed sinusoidally and when the three-phase current is also sinusoidal. But in
practice, both coil distribution and current have high-order harmonics. The former
is called space harmonics; the latter current (time) harmonics. In this section, MMF
harmonics are considered for a non-sinusoidal coil distribution.

Consider the case of the concentrated windings (q = 1) shown in Fig. 2.4. Based
on (2.37), it follows that

MMFa =
4

π

Nia
2

[
cos

π

τp
θ − 1

3
cos 3

π

τp
θ +

1

5
cos 5

π

τp
θ − 1

7
cos 7

π

τp
θ · · ·

]
. (2.13)
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Since the b–phase MMF is shifted by
2τp
3 ,

MMFb =
4

π

Nib
2

[
cos

π

τp
(θ − 2τp

3
)− 1

3
cos 3

π

τp
(θ − 2τp

3
) +

1

5
cos 5

π

τp
(θ − 2τp

3
)

−1

7
cos 7

π

τp
(θ − 2τp

3
) + · · ·

]
. (2.14)

Note that

cos(3
π

τp
θ − 2π) = cos(3

π

τp
θ)

cos(5
π

τp
θ − 10

3
π) = cos(5

π

τp
θ − 4π

3
)

cos(7
π

τp
θ − 14

3
π) = cos(7

π

τp
θ − 2π

3
).

Thus,

MMFb =
4

π

Nib
2

[
cos(

π

τp
θ − π

3
)− 1

3
cos(3

π

τp
θ) +

1

5
cos(5

π

τp
θ − 4π

3
)

−1

7
cos(7

π

τp
θ − 2π

3
) + · · ·

]
. (2.15)

Since the c–phase MMF is shifted by
4τp
3 ,

MMFc =
4

π

Nic
2

[
cos(

π

τp
θ − 4π

3
)− 1

3
cos(3

π

τp
θ) +

1

5
cos(5

π

τp
θ − 2π

3
)

−1

7
cos(7

π

τp
θ − 4π

3
) + · · ·

]
. (2.16)

Suppose that balanced sinusoidal currents flow, i.e., let ia = I cosωt, ib =
I cos(ωt−2π

3 ), and ic = I cos(ωt−4π
3 ). We take the sum componentwise: MMFsum(n) =

MMFa(n) +MMFb(n) +MMFc(n) . The sum of the 3rd-order components is equal to

MMFsum(3) = − 4

3π

NI

2

(
cos(ωt) + cos(ωt− 2π

3
) + cos(ωt− 4π

3
)

)
cos(3

π

τp
θ)

= 0.

The sum of the 5th-order components is equal to

MMFsum(5) =
4

5π

NI

2

(
cos 5

π

τp
θ cosωt+ cos(5

π

τp
θ − 4

3
π) cos(ωt− 2π

3
)

+ cos(5
π

τp
θ − 2

3
π) cos(ωt− 4π

3
)

)
=

4

5π

NI

2

3

2
cos(ωt+ 5

π

τp
θ). (2.17)
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Similarly, the sum of the 7th-order components is equal to

MMFsum(7) = − 4

7π

NI

2

3

2
cos(ωt− 7

π

τp
θ). (2.18)

Hence, the total sum is

MMFsum =
4

π

NI

2

3

2

[
cos(ωt− π

τp
θ) +

1

5
cos(ωt+ 5

π

τp
θ)− 1

7
cos(ωt− 7

π

τp
θ) + · · ·

]
.

It should be noted from (2.7), (2.17), and (2.18) that

• the 3rd-order harmonic component does not appear in the three-phase system;

• the 5th-order harmonic component constitutes a negative sequence in the MMF
sum, i.e., it travels at the speed of 1/5ω in the opposite direction (clockwise)
to that of the fundamental component.

• the 7th-order harmonic component constitutes a positive sequence in the MMF
sum, i.e., it travels the speed of 1/7ω in the same direction (counterclockwise)
as that of the fundamental component.

Generalizing the above, it follows that

i) (ν − 1 = 6m) This case corresponds to ν = 7, 13, 19, · · · and

MMFsum(ν) = −4NI

νπ2

3

2
cos

(
ωt− ν

πθ

τp

)
. (2.19)

These MMF components rotate in the same direction as the fundamental com-
ponent.

ii) (ν + 1 = 6m) This case corresponds to ν = 5, 11, 17, · · · and

MMFsum(ν) =
4NI

νπ2

3

2
cos

(
ωt+ ν

πθ

τp

)
. (2.20)

These MMF components rotate in the opposite direction to the fundamental
component.

iii) (ν = 6m− 3) This case corresponds to ν = 3, 9, 15, 21 · · · and

MMFsum(ν) = 0. (2.21)
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2.2 Change of Coordinates

Geometrically a, b, and c phase windings are placed with 120◦ of angle difference.
If a balanced three-phase current is applied to the three-phase windings, then a
rotating MMF is generated. Note that balanced means the component sum is equal
to zero at all times, while keeping 120◦ of phase angle difference. This makes a
constraint among three variables. Thus, the balanced three-phase variables have
only two degrees of freedom and can be mapped into a complex plane. The best
way to construct a mapping rule from three-phase variables to the complex plane
is to visualize the flux vector that would be generated in the cross-section of the
motor. In other words, it is useful to assign a vector in the complex plane to a set
of balanced three-phase currents, which aligns with the real flux vector, that would
be generated as a consequence of current injection.

(1, - ½, - ½ ) (-½,1, -½) (-½, -½,1) (½,-1, ½)(½, ½, -1) (-1, ½, ½ )

1

-1/2

(1, - ½, - ½)

Current

Current 

vector

components

Vector sum

Figure 2.8: Rotation of the current vector corresponding to the balanced three-phase
currents.

Fig. 2.8 shows the progressive motion of the MMF vectors when a sinusoidal
three-phase current source is applied. When (ia, ib, ic) = (1, −1/2, −1/2), an MMF
vector aligned with a–axis is obtained. Similarly, an MMF vector with 60◦ rotation
angle is obtained when (ia, ib, ic) = (1/2, 1/2, −1), corresponding to ωt = π/3.
This shows graphically how a balanced three-phase source generates the rotating
field.
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Mapping into the complex plane

Figure 2.9: Mapping of a three-phase vector into the complex plane.

2.2.1 Mapping into the Stationary Plane

For a vector f = [fa, fb, fc]
T , we define a map from R3 into C such that [2]

f s = fsd + jfsq ≡ 2

3

[
fa + ej

2π
3 fb + ej

4π
3 fc

]
=

2

3
(fa −

1

2
fb −

1

2
fc) + j

2

3
(

√
3

2
fb −

√
3

2
fc) . (2.22)

Note that 2
3 is multiplied to retain the peak value after mapping.

Exercise 2.3
Let [fa, fb, fc]

T = [cosωt, cos(ωt − 2π
3 ), cos(ωt − 4π

3 )]T . Then, show that f s =
cosωt+ j sinωt.

Solution.

f s ≡ 2

3

[
cosωt+ ej

2π
3 cos(ωt− 2π

3
) + ej

4π
3 cos(ωt− 4π

3
)

]
=

2

3

[
1

2
(ejωt + e−jωt) +

1

2
ej

2π
3 (ej(ωt−

2π
3
)) + e−j(ωt−

2π
3
))

+
1

2
ej

4π
3 (ej(ωt−

4π
3
) + e−j(ωt−

4π
3
))

]

=
2

3

3
2
ejωt +

1

2

(
e−jωt + e−j(ωt−

4π
3
) + e−j(ωt−

8π
3
)
)

︸ ︷︷ ︸
=0


= ejωt = cosωt+ j sinωt. (2.23)

Note that the positive sequence components are identical, whereas the negative se-
quence components are summed to be zero.

Equation (2.23) shows that the injection of the three-phase AC current [cosωt,
cos(ωt −2π

3 ), cos(ωt − 4π
3 )] creates a rotating vector ejωt in the complex plane.
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Fig. 2.9 shows a schematic representation of the mapping into the stationary frame.
However, it is worthwhile to note that the direction of the current sum vector is
identical to the direction of fs in the complex plane. That is, the direction of fs is
the same as that of the flux (current) vector in the cross-sectional plane of a motor.
Furthermore, the peak value of the abc variable is the same as that of the dq vari-
able. To denote the mapping into the stationary frame, the transformed variable is
marked with superscript ‘s’.

The inverse map is obtained as

fa = Re(fs)
fb = Re(ej

4π
3 fs) (2.24)

fc = Re(ej
2π
3 fs).

where Re(·) means taking the real part of a variable in parentheses.

Exercise 2.4
Show that fa = Re(fs).

Solution.

f s =
2

3

[
fa −

1

2
(fb + fc) + j

√
3

2
(fb − fc)

]
= fa + j

1√
3
(fb − fc).

Consider a three-phase current with 5th-order harmonics:iaib
ic

 =

 cos(ωt)
cos(ω(t− 2π

3ω ))
cos(ω(t− 4π

3ω ))

+
1

5

 cos(5ωt)
cos(5ω(t− 2π

3ω ))
cos(5ω(t− 4π

3ω ))

 . (2.25)

The current vector is obtained such that

is = ejωt +
2

3

1

5
[cos(5ωt) + cos(5ωt− 4π

3
)ej

2π
3 + cos(5ωt− 2π

3
)ej

4π
3 ]

= ejωt +
1

5
e−j5ωt.

Note that the 5th-order harmonic component has negative sign in the exponent,
indicating it constitutes a negative sequence. That is, the 5th-order harmonic makes
a clockwise rotation along a small circle, while the fundamental component rotates
counterclockwise. The trajectory plot is shown is Fig. 2.10 (a).

Similarly, consider a three-phase current with 7th-order harmonics:iaib
ic

 =

 cos(ωt)
cos(ω(t− 2π

3ω ))
cos(ω(t− 4π

3ω ))

− 1

7

 cos(7ωt)
cos(7ω(t− 2π

3ω ))
cos(7ω(t− 4π

3ω ))

 . (2.26)

Then, it follows that is = ejωt − 1
7e
j7ωt. Note that the 7th-order makes a counter-

clockwise rotation. The trajectory plot is shown Fig. 2.10 (b).
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(a) (b)
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Figure 2.10: Current trajectories in the complex plane: (a) ejωt + 1
5e

−j5ωt and (b)
ejωt − 1

7e
j7ωt.

2.2.2 Mapping into the Rotating (Synchronous) Frame

A transformation into the rotating frame is defined by

f e = fed + jfeq ≡ e−jθf s

= e−jθ
2

3

[
fa(t) + ej

2π
3 fb(t) + e−j

2π
3 fc(t)

]
=

2

3

[
e−jθfa(t) + ej(−θ+

2π
3
)fb(t) + ej(−θ−

2π
3
)fc(t)

]
. (2.27)

A vector representation in the rotating frame is obtained by multiplying the vector
in the stationary frame by e−jθ. The transformation is equivalently written as

f e = fed + jfeq =
2

3

[
fa cos θ + fb cos(θ −

2π

3
) + fc cos(θ −

2π

3
)

]
−j 2

3

[
fa sin θ + fb sin(θ −

2π

3
) + fc sin(θ +

2π

3
)

]
. (2.28)

Exercise 2.5
Let [fa, fb, fc]

T = [cosωt, cos(ωt − 2π
3 ), cos(ωt − 4π

3 )]T . Show that f e = 1 when
θ = ωt.

Solution.
Utilizing (2.23), we obtain

f e = e−jθf s = e−jθejθ = 1.
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Mapping into the rotating frame

Figure 2.11: Mapping of a three-phase vector into a rotating frame.

This demonstrates that a rotating vector is seen as an invariable constant in a
frame that rotates at the same speed. The rotating frame is often called a syn-
chronous frame or exciting frame. Vectors in the rotating frame are denoted with
superscript e.

2.2.3 Formulation via Matrices

Transformations into the stationary and the rotating frames can be manipulated by
matrix operations. By equating the real and complex parts separately in (2.22), we
obtain f sdf sq

f s0

 =
2

3

 1 −1
2 −1

2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2


fafb
fc

 . (2.29)

Note that fs0 = 1
2(fa + fb + fc) = 0 in balanced systems. Similarly, it follows from

(2.28) that [1] fedfeq
fe0

 = T(θ)

fafb
fc

 , (2.30)

where

T(θ) =
2

3

 cos θ cos(θ − 2π
3 ) cos(θ + 2π

3 )
− sin θ − sin(θ − 2π

3 ) − sin(θ + 2π
3 )

1√
2

1√
2

1√
2

 . (2.31)

Note that

T(0) =
2

3

 1 −1
2 −1

2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2

 ,
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which coincides with the matrix in (2.29). Note further that

T(θ) =

 cos θ sin θ 0
− sin θ cos θ 0

0 0 1


︸ ︷︷ ︸

=R(θ)

2

3

 1 −1
2 −1

2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2

 , (2.32)

where R(θ) is a matrix which represents rotation of the coordinate frame by θ. That
is, map T(θ) consists of two parts: One is a map from the (a, b, c)-frame into the
stationary dq-frame. The other is a map from the stationary frame into the rotating
dq-frame.

The inverse map is calculated as

T−1(θ) =


cos θ − sin θ 1√

2

cos(θ − 2π
3 ) − sin(θ − 2π

3 ) 1√
2

cos(θ + 2π
3 ) − sin(θ + 2π

3 ) 1√
2

 . (2.33)

Hence,

T−1(0) =


1 0 1√

2

−1
2

√
3
2

1√
2

−1
2 −

√
3
2

1√
2

 .

Similarly to the case of forward transformation, T−1 can be decomposed as

T−1(θ) =


1 0 1√

2

−1
2

√
3
2

1√
2

−1
2 −

√
3
2

1√
2


cos θ − sin θ 0
sin θ cos θ 0
0 0 1

 .

It should be noted that

T−1(θ) =
3

2
TT (θ) (2.34)

Exercise 2.6
Show that R(θ) is a unitary matrix, i.e., R(θ)−1 = R(θ)T .
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Exercise 2.7
Determine [vsd, v

s
q ]
T and [ved, v

e
q ]
T corresponding to [va, vb, vc]

T

=
[
cos θ, cos(θ − 2

3π), cos(θ −
4
3π)
]T

.

Solution.[
vsd
vsq

]
=

2

3

[
1 −1

2 −1
2

0
√
3
2 −

√
3
2

] cos θ
cos(θ − 2π

3 )
cos(θ − 4π

3 )


=

2

3

[
cos θ − 1

2 cos(θ −
2π
3 )− 1

2 cos(θ −
4π
3 )√

3
2 cos(θ − 2π

3 )−
√
3
2 cos(θ − 4π

3 )

]
=

[
cos θ
sin θ

]
.[

ved
veq

]
=

[
cos θ sin θ
− sin θ cos θ

] [
cos θ
sin θ

]
=

[
1
0

]
.

This is a parallel result of the complex representation in Exercise 2.5. It should be
noted that the peak, not the rms, value of the phase voltage [va, vb, vc] is picked up
in the coordinate transformation. Formulae for coordinate changes are summarized
in Table 2.2

2.2.4 Transformation of Impedance Matrices

Resistance

Consider a simple three-phase resistor load: vabc = riabc, where iabc = [ia, ib, ic]
T

and vabc = [va, vb, vc]
T . Let

iedq = Tiabc

vedq = Tvabc,

where idq0 = [id, iq, i0]
T and vdq0 = [vd, vq, v0]

T . Then,

vedq = Tvabc = rTiabc = riedq .

The resistor, being a scalar, is invariant under the coordinate change.

Inductance

Consider flux linkage
λabc = Labciabc ,

where Labc ∈ R3×3 and λabc = [λa, λb, λc]
T . Let λdq0 = [λd, λq, λ0]

T . Then,

λedq = Tλabc

= TLabciabc

= TLabcT
−1iedq

= Ldqi
e
dq.
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Table 2.2: Formulae for coordinate changes.

Forward ( abc⇒ dq ) Inverse ( dq ⇒ abc )

Complex variables for the stationary frame

2

3

[
fa(t) + ej

2π
3 fb(t) + e−j

2π
3 fc(t)

] fafb
fc

 = Re


 fs

ej
4π
3 fs

ej
2π
3 fs




Complex variables for the rotating frame

e−jθ 23

[
fa(t) + ej

2π
3 fb(t) + e−j

2π
3 fc(t)

] fafb
fc

 = Re


 ejθfs

ej(θ+
4π
3
)fs

ej(θ+
2π
3
)fs




Matrices for the stationary frame

2

3

 1 −1
2 −1

2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2




1 0 1√
2

−1
2

√
3
2

1√
2

−1
2 −

√
3
2

1√
2


Matrices for the rotating frame

2
3


cos θ cos(θ − 2π

3 ) cos(θ + 2π
3 )

− sin θ − sin(θ − 2π
3 ) − sin(θ + 2π

3 )
1√
2

1√
2

1√
2




cos θ − sin θ 1√
2

cos(θ − 2π
3 ) − sin(θ − 2π

3 ) 1√
2

cos(θ + 2π
3 ) − sin(θ + 2π

3 ) 1√
2



Hence, we obtain
Ldq = TLabcT

−1 . (2.35)

Note that (2.35) is the similarity transformation.

Exercise 2.8
Consider a three-phase inductor shown in Fig. 2.12.

a) Specify inductance matrix, Labc.
b) Find Ldq.
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Figure 2.12: Three-phase inductor (Exercise 2.8).

Solution
a)

Labc =

Lls + Lm −1
2Lm −1

2Lm
−1

2Lm Lls + Lm −1
2Lm

−1
2Lm −1

2Lm Lls + Lm

 .
b) Ldq = TLabcT

−1

=
2

3

 1 −1
2 −1

2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2


Lls + Lm −1

2Lm −1
2Lm

−1
2Lm Lls + Lm −1

2Lm
−1

2Lm −1
2Lm Lls + Lm




1 0 1√
2

−1
2

√
3
2

1√
2

−1
2 −

√
3
2

1√
2


=

Lls + 3
2Lm 0 0

0 Lls +
3
2Lm 0

0 0 Lls

 . (2.36)

2.2.5 Power Relations

In the three-phase system, power is defined as the sum of individual phase pow-
ers. The voltage and current vectors are denoted by vabc = [va, vb, vc]

T and iabc =
[ia, ib, ic]

T . Let vedq0 ≡ T(θ)[va, vb, vc]
T and iedq0 ≡ T(θ)[ia, ib, ic]

T . Then, power is
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equal to

P = vTabciabc = vaia + vbib + vcic

= (T−1vdq0)
TT−1idq0

= vTdq0(T
−1)TT−1idq0

= vTdq0(
3

2
TT )TT−1idq0

=
3

2
vTdq0idq0

=
3

2
(vdid + vqiq + v0i0)

=
3

2
(vdid + vqiq) .

In the above calculation, the relation, T−1 = 3
2T

T was utilized. The last equality
follows when either v0 = 0 or i0 = 0. Note that the factor 3/2 is incorporated into
the power equation of dq variables.
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Problems

2.1 Show that Fourier series expansion of the square MMF shown in Fig. 2.13 is

MMF =
4

π

NI

2

(
sin

π

τp
θ +

1

3
sin

3π

τp
θ +

1

5
sin

5π

τp
θ + · · ·

)
.

Figure 2.13: A square MMF and its fundamental component (Problem 2.1).

2.2 Consider a two arm inverter and a three-phase motor shown in Fig. 2.14. The
necessary condition for the current balance among the three-phase windings
is

van − vsn
Z

+
vbn − vsn

Z
− vsn

Z
= 0,

where Z denotes the impedance of the phase windings. Assume that c phase
current is equal to −vsn

Z = cosωt. Find van and vbn such that a rotating field
is made.
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Q4

Q1

Q2

Q3

Q4

Q1

Q2

Q3

Three-phase load

Figure 2.14: Two arm inverter for a three-phase motor (Problem 2.2).

2.3 Consider a concentrated winding configuration shown in Fig. 2.15. Assume
that both side edges are identical.
a) Sketch MMF when iu = 0 and iv = −iw = I.
b) The MMF have even harmonics. Determine the harmonic components for
n = 2 and n = 4.

u v w

-u -v-w

Figure 2.15: Concentrated winding (Problem 2.3).

2.4 Consider the following six-step voltages shown in Fig. 2.16. Draw vsd + jvsq in
the complex plane.

2.5 Transform the 5th (2.25) and 7th (2.26) harmonics into the synchronous frame
θ = ωt. What are the common and different factors between the 5th and 7th

harmonics in the synchronous frame?

2.6 Assume U ∈ Rn×n is a unitary matrix. Show that det(U) = ±1, where det(U)
denotes the determinant of U.

2.7 Consider a three-phase current with 7th-order harmonics:ia(t)ib(t)
ic(t)

 =

 cosωt− 1
3 cos 3ωt+

1
5 cos 5ωt−

1
7 cos 7ωt

cos(ωt− 2π
3 )− 1

3 cos 3(ωt−
2π
3 ) + 1

5 cos 5(ωt−
2π
3 )− 1

7 cos 7(ωt−
2π
3 )

cos(ωt− 4π
3 )− 1

3 cos 3(ωt−
4π
3 ) + 1

5 cos 5(ωt−
4π
3 )− 1

7 cos 7(ωt−
4π
3 )


Transform the current vector into the stationary frame. Draw the trajectory utilizing
MATLABr.
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Figure 2.16: Six-step voltages (Problem 2.4).

2.8 Consider a five-phase system in which five MMFs are

MMFa =
Nia
2

cos θ, MMFb =
Nib
2

cos(θ − 2π

5
),

MMFc =
Nic
2

cos(θ − 4π

5
), MMFd =

Nid
2

cos(θ +
4π

5
),

MMFe =
Nie
2

cos(θ +
2π

5
).

Obtain a current set which makes the MMF sum rotate synchronously with
the electrical speed, ω, and the MMF sum.

2.9 Suppose that θ is redefined as the angle between the q–axis and the a–axis, as
shown in Fig. 2.17. Based on the new definition θ, show that the transforma-
tion map is equal to

T(θ) =
2

3

cos(θ) cos(θ − 2π
3 ) cos(θ − 4π

3 )
sin(θ) sin(θ − 2π

3 ) sin(θ − 4π
3 )

1√
2

1√
2

1√
2

 .
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a

b

c

q

d

Figure 2.17: D and q axes (Problem 2.9).
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Chapter 3

Induction Motor Basics

Induction motors (IMs) are commonly understood as three-phase transformers with
shortened, and freely rotating secondary winding. Slip is calculated as the difference
between the rotational speed of the air gap field and the shaft speed. If a load
increases at a fixed frequency operation, the slip increases, which in turn induces a
larger secondary current, producing higher torque. The reverse action occurs when
the load decreases. This natural stabilization mechanism enables IMs to be driven
by the grid lines.

IMs do not have any permanent magnets, nor brush and commutators. Hence,
they are rugged, i.e., they can endure high temperatures, and are robust to me-
chanical shock and vibration. Induction motors are therefore widely used in many
applications such as pumps, blowers, conveyer belts, cranes, elevators, refrigerators,
and traction drives. In this chapter, torque-speed curves are derived, and speed
control methods are illustrated.

3.1 IM Operation Principle

Torque production principles of IMs are depicted in Fig. 3.1 [1]: Assume that per-
manent magnets (PMs) are positioned at the top and bottom of a squirrel cage-type
conductor which consists of multiple conductor bars and two end rings. The PMs
represents the magnetic poles synthesized by the stator current, and the squirrel
cage represents the rotor circuit. Note that the PM field is passing through the
rectangles formed by conductor bars.

Assume further that the PMs are rotating in the counterclockwise direction while
the cage conductor remains fixed. Consider two conductor loops at the bottom
of a PM. Changes in the flux linkage induce current on the loops, opposing the
flux change. That is, the current flows in a direction such that its resulting flux
counteracts the variations of the PM flux linkage. Specifically, since the PM flux
is decreasing in Loop 1, a clockwise loop current is induced, which adds flux to
the decreasing flux. Since the PM flux is increasing in Loop 2, a counterclockwise

57
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End Ring

Rotor Bar

S

N

Loop 2

Flux Increasing;

Current flows

so as to oppose to

the PM flux increase.

Magnet moving direction

Loop 1

Flux Decreasing;

Current flows

so as to oppose to

the PM flux decrease.

Rotational

direction

Figure 3.1: Torque production on the squirrel cage circuit.

loop current is induced, which opposes the flux increase. As a result, current flows
from right to left in the center bar, between Loop 1 and Loop 2. Application of
the left-hand rule shows that the Lorentz force is acting on the conductor bar to
the left. That is, the bar tends to move to the left following the motion of the PM.
Note that the rotor conductors are normally made of aluminum or copper, which
are non-ferromagnetic materials. The above illustration gives a reasoning as to why
a non-ferromagnetic material follows the motion of the PMs.

Note, however, that if the cage rotates at the same speed as the permanent
magnet, flux linkage does not change, resulting in no current induction. Therefore,
no torque is generated. It should be noted that the torque generated on the cage is
proportional to the speed difference between the PM and the cage. In other words,
the cage torque is proportional to the slip speed.

The rotating field generated by the stator winding plays the role of the moving
PMs. Fig. 3.2 shows photographs of stator and rotor laminated sheets. The stator
and rotor cores are made by stacking low conductive silicon steels to minimize the
eddy current loss, while providing low reluctance paths for the magnet field. Through
the stator slots, copper coils are wound. However, the rotor conductor bars are
normally made by aluminum die casting.

Fig. 3.3 shows a photograph of an IM rotor after shaft assembly. The rotor has
open slots and the casted aluminum is seen as the skewed stripes. At both ends,
casted aluminum constitutes end rings with cooling fins.
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(a) (b)

Figure 3.2: Laminated sheets for an IM: (a) stator and (b) rotor.

 End ringDie casted aluminum

through slots
Cooling fins

Figure 3.3: Photograph of an assembled IM rotor.

3.1.1 Equivalent Circuit

An IM can be considered as a special three-phase transformer. Induction motors
have primary and secondary windings, and iron cores for flux linking as shown in
Fig. 3.4. But, IMs have the following differences:

1) IMs have an air gap while transformers do not.
2) The secondary winding is always shortened.
3) The secondary winding is allowed to rotate.
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Since the air gap has large reluctance, it causes a large leakage field. Thus, the
leakage inductance of IMs is greater than that of transformers. Due to the voltage
drop associated with the leakage field, the IM has a lower power factor than the
transformer. The secondary winding is always shorted, but rotating. Thereby,
infinite current increasing is prevented.

as

as’

ar

ar’

Primary Secondary

windingwinding

Air gap

End ring

conductor

Figure 3.4: Induction motor as a rotational transformer with an air gap.

Denote by rs, rr, Lls, Llr, and Lm stator resistance, rotor resistance, stator
leakage inductance, rotor leakage inductance, and magnetizing inductance, respec-
tively. We denote by ωr and ωe rotor shaft and electrical speeds, respectively. In
the case of the P -pole machine, the field speed seen from the rotor frame is equal
to ωe − (P/2)ωr. The normalized speed difference is defined as the slip:

s =
ωe − (P/2)ωr

ωe
. (3.1)

We denote by Is and Ir the stator and rotor current phasors, respectively. We
also denote by Vs the stator voltage phasor. A plausible per-phase model is shown
in Fig. 3.5. It is a transformer model with the secondary circuit shorted by a slip
dependent resistor, rr

s . For zero slip, s = 0, the secondary circuit turns out to be
open; thereby no secondary current flows.

Based on the equivalent circuit, the IM equations are derived such that

(rs + jωeLls)Is + jωeLm(Is + Ir) = Vs (3.2)

(
rr
s

+ jωeLlr)Ir + jωeLm(Is + Ir) = 0 . (3.3)

The rotor equation (3.3) can be written equivalently as

(rr + j(ωe −
P

2
ωr)Llr)Ir + j(ωe −

P

2
ωr)Lm(Is + Ir) = 0.
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Figure 3.5: Steady state per-phase equivalent circuit of an IM.

This may be interpreted that the rotor circuit is governed by the slip frequency,
ωe − P

2 ωr. More rigorous IM model derivations appear in the next chapter.
The transferred power to the secondary side through the air gap is called air gap

power and is divided into two parts:

Pag = 3I2r rr
1

s
= 3I2r rr︸ ︷︷ ︸

Rotor copper loss

+ 3I2r rr
1− s

s︸ ︷︷ ︸
Mechanical power

. (3.4)

Here, the mechanical power is counted as the air gap power, minus the copper loss.

Exercise 3.1
A three-phase, 4-pole IM draws 55kW real power from a three-phase 60Hz feeder.
The copper and iron losses in the stator amount to 4kW. If the motor runs at 1740
rpm, calculate

a) the airgap power.
b) the rotor loss.
c) mechanical power.
d) the mechanical loss is 2kW. Calculate the efficiency of the motor.

Solution

a) Pag = 55− 4 = 51(kW).
b) s = (1800− 1740)

/
1800 = 0.033. Thus, 3I2r rr = sPag = 1.683(kW).

c) Pm = (1− s)Pag = 49.3(kW).
d) The shaft power is 49.3kW. The efficiency is equal to 49.3/55 = 0.897.

3.1.2 Torque-Speed Curve

The rotor current should be calculated to obtain torque, since the IM torque is equal
to

Te =
Pm
ωr

= 3Ir
2 (1− s)rr

sωr
. (3.5)
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Figure 3.6: Modified equivalent circuit for IM.

To simplify the rotor current calculation, the IM equivalent circuit is often modified
as shown in Fig. 3.6: The magnetizing inductance Lm is moved to the source side
with the assumption that the voltage drop over the stator leakage inductance and
resistance is relatively small. Note that the magnetizing inductance is much larger
than the leakage inductance. Specifically, the leakage reactance jωeLls is about 5%
of the magnetizing reactance jωeLm in IMs.

Breakdown

torque

Plugging Motoring Regenerating

Linear in s

s=1 s=0sm

s=1 s=0

Rated torque

Rated current

Locked rotor current

(a)

(b)

Figure 3.7: Steady state characteristics of an induction machine: (a) torque-speed
curve, (b) stator current versus slip.
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The rotor current, I ′r of the modified circuit is calculated as

I ′r =
Vs√(

rs +
rr
s

)2
+ ω2

e(Lls + Llr)2
. (3.6)

From the definition of the slip, it follows that P
2ωe

= 1−s
ωr

. Hence, utilizing (3.5) the
electromagnetic torque is calculated such that [4]

Te =
P

2

3rr
sωe

V 2
s(

rs +
rr
s

)2
+ ω2

e(Lls + Llr)2
. (3.7)

For small slip, i.e., s ≈ 0, torque equation (3.7) is approximated such that

Te ≈
P

2

3rr
ωes

V 2
s(

rr
s

)2 ≈ 3PV 2
s

2ωerr
s. (3.8)

In a small slip region, torque is linear in s. Hence, the torque curve appears as a
straight line in the neighborhood of s = 0. On the other hand, when s ≈ 1, (3.7) is
approximated such that

Te =
P

2

3rr
sωe

V 2
s

(rs + rr)
2 + ω2

e(Lls + Llr)2
. (3.9)

It is a parabola equation in s. Fig. 3.7 (a) shows a typical torque-speed curve of
IM. It can be sketched as a glued curve of (3.8) and (3.9). Fig. 3.7 (b) shows that
the stator current as a function of slip. Note that the current rise is steep in the
neighborhood of s = 0. Normally, the rated slip is about s = 0.02 ∼ 0.03. Note also
that the stator current at locked state (s = 1) is about 6 ∼ 10 times larger than the
rated current.

Exercise 3.2
A three-phase, 4-pole IM for a 440V (line-to-line) 60Hz power source has the equiv-
alent circuit shown in Fig. 3.8 (a). A modified circuit referred to the source is also
shown in Fig. 3.8 (b). Utilizing MATLABr, draw the torque-speed curves based on
the two circuits shown in Fig. 3.8 and check the differences near s = 0 and 1.

Solution
See Fig. 3.9. The torque is higher with the modified circuit, since I ′r > Ir. But
the differences are small especially when s = 0 or 1. Hence, the modified circuit is
generally used for convenience.

Exercise 3.3
An IM with a load runs at 1750 rpm when connected to a 60Hz, 220V, three-phase
AC source. Calculate the shaft speed if the source voltage is increased to 250V.
Assume that the load torque is constant independently of the speed.
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Vs

254V, 

60Hz

rs=0.1

0.25/s

Lls=3mH Lls=3mH

Lm= 150mH

rs=0.1 Lls=3mH Lls=3mH

0.25/s

Lm=

150mH
Vs

254V, 60Hz

(a) (b)

Figure 3.8: Equivalent circuits of an induction machine: (a) original equivalent
circuit and (b) modified circuit (Exercise 3.2).

Slip

T
o
rq

u
e
 (

N
m

)

(a)

(b)

Figure 3.9: Torque-speed curves based on the equivalent circuits shown in Fig. 3.8
(Exercise 3.2).

Solution
It follows from (3.8) that the slip is inversely proportional to the square of the
voltage. Hence,

(slip at 250) = (slip at 220)

(
220

250

)2

= 50×
(
220

250

)2

= 38.7rpm.

Hence, the operation speed is 1800− 38.7 = 1761rpm.

3.1.3 Breakdown Torque

The maximum torque is called the breakdown torque, since it is the torque at the
boundary between the stable and unstable operations. An expression for the slip sm
that maximizes the torque may be obtained by taking the derivative of (3.7) with
respect to s. The torque maximizing slip is given by

sm =
rr√

r2s + ω2
e(Lls + Llr)2

. (3.10)
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The breakdown torque at s = sm is

Tmax =
3P

4ωe

V 2
s√

r2s + ω2
e(Lls + Llr)2 + rs

. (3.11)

Normally, the breakdown torque of a machine is three or four times higher than the
rated torque.

Fig. 3.10 (a) shows a group of torque-speed curves when rr increases. Note
from (3.10) that sm increases with rr, but from (3.11) that the breakdown torque
is independent of rr. That is, the breakdown torque remains the same for different
rotor resistances. As is shown in Fig. 3.10 (b), the required currents are almost
the same for a given torque. Since the secondary loss is rrI

′2
r , the IM efficiency

decreases as the rotor resistance increases. Therefore, high-efficiency IMs exhibit
steep slope characteristics near zero slip, and it is necessary to reduce rr to make a
high-efficiency IM.

Exercise 3.4
A 220V (line-to-line) 60Hz, three-phase IM produces 10hp shaft power at a rated
speed, 1750 rpm. The parameters of the IM are rs = 0.2Ω, Lls = Llr = 2.3mH, and
Lm=34.2mH. Determine the rated torque, rotor resistance, and rotor current (I ′r).
Sketch the torque-speed curve.

Solution
Te = Pm/ωr = 10 × 746/(1750/60 × 2π) = 40.7Nm. Slip s = 50/1800 = 0.0277. It
follows from (3.8) that

rr =
3PV 2

s

2ωeTe
s =

3× 4× 1272

2× 377× 40.73
× 0.0277 = 0.175Ω.

I ′r =
127√

(0.2 + 0.175/0.0277)2 + 3772 × 0.00462
= 18.83A.

Exercise 3.5
Consider a three-phase IM whose parameters are listed in Table 3.1. Determine the
followings: 1) rated slip; 2) rated current; 3) rated power factor; 4) rated torque;
5) breakdown torque.

Solution

1) The synchronous speed is equal to 1200rpm. Thus, s = 1200−1164
1200 = 0.03.
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(a)

(b)
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Figure 3.10: (a)Torque and (b) rotor current curves of an IM for different rotor
resistances.

Table 3.1: An example IM parameters.

Rated power 10 hp (7.46 kW)
Rated stator voltage 220V
Rated frequency 60Hz
Rated speed 1164rpm
Number of poles P = 6
Stator resistance, rs 0.29 Ω
Stator leakage inductance, Lls 1.38 mH
Rotor resistance rr 0.16 Ω
Rotor leakage inductance, Llr 0.717 mH
Magnetizing inductance, Lm 41 mH

2) Since rr/s = 0.16/0.03 = 5.33Ω,

(5.33 + j0.27)j15.46

5.33 + j(15.46 + 0.27)
= 4.61 + j1.83.
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Thus, the total impedance is equal to

(0.29 + j0.52) + (4.61 + j1.83) = 4.9 + j2.35 = 5.43∠25.6.

The phase voltage is equal to 220
/√

3 = 127V. Thus,

Is =
127

5.44∠25.7◦ = 23.4∠− 25.6◦(A).

3) PF = cos(25.6◦) = 0.9 (lagging).

4)

I ′r rated =
127√

(0.29 + 5.33)2 + (0.52 + 0.27)2
= 22.4A

Te rated = 3× 3× 0.16

0.03× 377
× 22.32 = 63.3Nm.

5)

Temax =
3× 6

4× 377

1272√
0.292 + (0.52 + 0.27)2 + 0.29

= 170.1Nm.

3.1.4 Stable and Unstable Regions

The operating speed is determined from the intersection of the torque-speed curve
and the load curve as shown in Fig. 3.11. If the load increases, then the speed
drops causing the operating point A to move to A′. As a result, slip increases with
torque. Due to the increased motor torque, original point A is recovered when the
additional load disappears. On the other hand if the load decreases, then the speed
increases. Thus, operating point A moves to A′′ with the reduction in slip and
torque. If the load is returned to the original level, then the operating point returns
to the original point A. Due to the tendency of the operating points to revert to the
original position A the region including A, A′, A′′ is termed a stable region.

However, on the left-hand side of the breakdown torque, the situation is totally
different. If a load increases at point B, then the speed drops. If the speed drops,
the motor torque is reduced. Repeating this process, the speed finally drops to zero.
Hence, a stable operation is not feasible for sm ≤ s ≤ 1; thereby the region is called
an unstable region. The stability of an operating point can be determined by the
slopes of the motor and the load torque curves, i.e., if dTedωr

− dTL
dωr

< 0, then the point
is stable, and otherwise unstable, where TL is the load torque.
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Figure 3.11: Stable and unstable regions.

3.1.5 Parasitic Torques

It was shown in the previous section that high-order MMF harmonics are generated
due to the slotted structures of the stator winding. Recall from Chapter 2 that high-
order fields caused by MMF harmonics travel at reduced speeds. The synchronous
speed of harmonics is

ωeν =
ωe
ν
, (3.12)

where ν = −5, 7,−11, 13,−17, 19 · · · . The minus sign in the harmonic number
signifies the negative sequence. When the rotor speed is ωr, the slip for νth harmonic
is

sν =
ωeν − P

2 ωr

ωeν
=
ωe/ν − (1− s)ωe

ωe/ν
= 1− ν(1− s). (3.13)

Thus the slip which makes sν = 0 is given by

s = 1− 1

ν
. (3.14)

Therefore, the synchronous speeds of fifth and seventh harmonics are s = 1.2 and
6/7, respectively. The 5th and 7th parasitic torques and their sum with the funda-
mental component are depicted in Fig. 3.12. If the 7th harmonic torque is appreciably
high, the motor sometimes crawls at a low speed [3]. To reduce such harmonic ef-
fects, slot numbers of stator and rotor should be properly selected, and the rotor
core needs to be skewed.

www.EngineeringEBooksPdf.com



Induction Motor Basics 69

0.8571.2 0

7th5th

Slip

Torque

Parasitic torque

Figure 3.12: Parasitic torque caused by 5th and 7th MMF harmonics.

3.2 Leakage Inductance and Circle Diagram

The stator flux is desired to cross the air gap and enclose the rotor conductors (bars),
building a flux linking. However, not all stator flux lines create such a flux linking
between the stator and rotor windings, i.e., a small portion of flux leaks out at slots,
air gap, and end turns. The presence of air gap contributes to increasing the leakage
field. Typical leakage inductances are

1) slot leakage inductance.
2) zigzag leakage inductance.
3) end turn leakage inductance.

Fig. 3.13 depicts the leakage inductances. Small loops around the slots constitute
slot leakage flux. The flux passing through the air gap in a zigzag pattern causes the
zigzag leakage inductance. The end turn leakage inductance is caused by the flux
around the end turn coils. In general, the leakage inductance proportion increases
as the air gap height increases.

Zigzag 

leakage

Slot 

leakage

End turn leakage

(a) (b)

Mutual flux

Shaft

Stator

Rotor

Figure 3.13: Slot, zigzag, and end-turn leakage flux: (a) front view, (b) top (side)
view.
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Figure 3.14: Equivalent circuit with σLs.

Define by Ls ≡ Lls + Lm and Lr ≡ Llr + Lm the stator and rotor inductances,
respectively. Then (3.2) and (3.3) are rewritten as

Vs = (rs + jωeLs)Is + jωeLmIr , (3.15)

0 = (
rr
s

+ jωeLr)Ir + jωeLmIs . (3.16)

Let the leakage coefficient be defined by

σ = 1− L2
m

LrLs
. (3.17)

Replacing Ir from (3.15) by utilizing (3.16), it follows that

Zs ≡
Vs

Is
= rs + jωeLs

1 + jsωeσLr/rr
1 + jsωeLr/rr

. (3.18)

Further, (3.18) is modified as

Zs = rs + jωeσLs
1/σ + jωesLr/rr
1 + jωesLr/rr

,

= rs + jωeσLs +
(1− σ)jωeLs
1 + jωesLr/rr

,

= rs + jωeσLs +
jωeL

2
m/Lr

1 + jωesLr/rr
,

= rs + jωeσLs +

rr
s
L2
m
Lr
jωe

L2
m
L2
r

rr
s
L2
m
L2
r
+ jωe

L2
m
Lr

. (3.19)

Based on (3.19), the circuit shown in Fig. 3.5 can be transformed equivalently as
shown in Fig. 3.14. Note from Fig. 3.14 that all leakage inductance appears in the
stator side and that the zero slip current is equal to Vs/(rs + jωeLs).

Note that if Llr, Lls ≪ Lm, then

σ ≈ Llr + Lls
Lm

. (3.20)
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Then, the slip (3.10) yielding the maximum torque is approximated as

sm =
rr√

r2s + ω2
e(Lls + Llr)2

≈ rr√
ω2
eσ

2L2
m

≈ rr
ωeσLr

=
1

τrωeσ
. (3.21)

where τr = Lr/rr is the rotor time constant. Let rs = 0 for convenience of compu-
tation. Then, the stator current is obtained from (3.18) such that

Is ≡
Vs

jωeLs

1 + j s
σsm

1 + j s
sm

. (3.22)

Equation (3.22) is transformed into

Is = Is0

[
1 + σ

2σ
− 1− σ

2σ

1− j s
sm

1 + j s
sm

]

= Is0

(
1 + σ

2σ

)
+ (−1)

1− σ

2σ
Is0

|1− j s
sm

|
|1 + j s

sm
|
e
j∠ 1−js/sm

1+js/sm (3.23)

= Is0

(
1 + σ

2σ

)
+

1− σ

2σ
Is0e

j(π−2φ), (3.24)

where φ = tan−1(s/sm) and Is0 = Vs
jωeLs

is the no load current when s = 0 [8].
Equivalently, (3.24) is written in the polar coordinate form:

Is − Is0

(
1 + σ

2σ

)
= Is0

(
1− σ

2σ

)
∠(π − 2φ) . (3.25)

Note that Is0 = −j Vs
ωeLs

= −jIs0. The locus of Is is a circle centered at
(
0, jIs0

1+σ
2σ

)
having radius, Is0

(
1−σ
2σ

)
. Based on (3.25), Is can be drawn as a circle shown in

Fig. 3.15, in which the horizontal axis denotes the imaginary values.
Since Is0 is drawn on the horizontal (imaginary) axis, the voltage vector, Vs

appears on the vertical (real) axis. Therefore, the power factor (PF) angle is rep-
resented by the angle difference between the vertical axis and the current vector
originating from the origin to the circle, i.e., ϕ = ∠Vs − ∠Is. Note that the mini-
mum PF angle ϕmin is attained when the current vector is tangential to the circle,
and that the contact point determines the rated condition. In that case, a geomet-
rical property of the right triangle (solid line) yields

cosϕmin =
1− σ

1 + σ
. (3.26)

It is also obvious that ϕmin = 2 tan−1
(
sr
sm

)
, where sr is the (rated) slip. Therefore,

sr
sm

= tan
ϕmin
2

=
sinϕmin

1 + cosϕmin
=

2
√
σ

1+σ

1 + 1−σ
1+σ

≈
√
σ. (3.27)
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at locking

Figure 3.15: Circle (Heyland) diagram for IM with rs = 0.

Applying (3.21), it follows that

sr ≈
1

τrωe
√
σ
.

That is, the rated slip, sr decreases as the leakage increases.

Finally, it follows from (3.22) that

Is
Is0

=

√
1 +

(
sr
σsm

)2
√

1 +
(
sr
sm

)2 ≈ 1√
σ
. (3.28)

This implies that the relative proportion of the torque producing current is inversely
proportional to

√
σ [8].

Exercise 3.6
Determine the rated current, Is from the right triangle in the circle diagram shown
in Fig. 3.15.

Solution √
I2s0

(
1 + σ

2σ

)2

− I2s0

(
1− σ

2σ

)2

=
Is0√
σ
. �
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Exercise 3.7
Consider a three-phase IM whose parameters are listed in Table 3.1. Determine the
following values or approximations:

a) leakage coefficient σ.
b) the minimum power factor.
c) rotor time constant.
d) rated slip.
e) no load current.
f) rated current.

Solution

a) σ = 1− 412

41.717×42.38 = 0.049.

b) cosϕmin = 1−0.049
1+0.049 = 0.9.

c) 41.717
0.16 = 0.26.

d) sr =
1

0.26×377×
√
0.049

= 0.046

e) 127
15.98 = 7.947(A).

f) 7.947√
0.049

= 35.9(A).

3.3 Slot Leakage Inductance and Current Displacement

Consider an open slot rotor shown in Fig. 3.16 (a). Assume that current Ibar is
flowing through the rotor bar (shaded area) and that the current density, Jbar =

Ibar
bshs

is homogeneous over the bar cross-section, where bshs is the cross-sectional area.
According to Ampere’s law,

H(x) =

{
Ibar

x
hsbs

, 0 ≤ x ≤ hs

Ibar
1
bs1
, hs ≤ x ≤ hs + hs1

where x is the height from the bottom of the bar and bs is the bar width. The
corresponding field density Bx = µ0H(x) = µ0

Ibar
bs

x
hs

increases linearly with 0 ≤
x ≤ hs. Note from Fig. 3.16 (a) that the bigger the flux loop is, the more current is
included; thereby the field density reaches its peak at the rotor surface, as is shown
in Fig. 3.16 (c).

Slot Leakage Inductance

Based on the coenergy equality,

Wc =
1

2
Li2 =

1

2

∫
vol
µH2dV,
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J bar

x

x

x

x

x

(a) (b) (c)

Figure 3.16: Rotor slot leakage flux for a uniform current flow (without slip): (a)
slot leakage flux profile, (b) rotor bar current density, and (c) field density. [6].

the slot leakage inductance is given by

Lsl =
1

I2bar
µ0

∫
vol
H2dV, (3.29)

where
∫
vol is the volume integral. Then the resulting slot leakage inductance is [7]

Lsl =
1

I2bar
µ0

∫ hs

0
H(x)2bslstdx+

1

I2bar
µ0

∫ hs+hs1

hs

H(x)2bs1lstdx

= µ0lst

(
hs
3bs

+
hs1
bs1

)
. (3.30)

Current Displacement

If there is a high slip, then alternating flux passes through the rotor bar as shown in
Fig. 3.17 (a). Let the flux crossing the bar from side to side be denoted by Bsl. This
Bsl, alternating at a slip frequency, causes an eddy current loop Isl inside the rotor
bar in the direction opposing the change of the flux. Note that Isl adds the current
density in the upper part, while reducing the current density in the bottom part,
as shown in Fig. 3.17 (a) and (b). That is, the rotor current will be pushed to the
top of the bar. This is commonly known as the skin effect, and is often described as
rotor bar current displacement. The current displacement has the effect of reducing
the conduction area, i.e., increasing the rotor resistance.

Note from Fig. 3.17 (c) that the field density in the slot increases in a parabolic
patten if a slip exists, i.e., it is reduced compared with the case without a slip.
Therefore, the slot leakage inductance decreases with the displacement effect.

The displacement effect is described by the correction coefficient [7]:

Kr ≡
rbar(ac)

rbar(dc)
= ξ

sinh 2ξ + sin 2ξ

cosh 2ξ − cos 2ξ
, (3.31)
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x x
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x

x
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Isl

(a) (b) (c)

J bar

Figure 3.17: Rotor bar current displacement due to the slip field, Bsl: (a) slot
leakage flux profile with a slip field component Bsl, (b) rotor bar current density,
and (c) field density. [6].

where ξ = hbar/δ. Note that δ is the skin depth normally defined as

δ =

√
2

µ0γω
,

where γ is the conductivity of the bar and ω is the frequency of the rotor current.
At low slip frequency, current displacement is negligible. At higher slip frequencies,
however, current displacement is more prominent. As is shown in Fig. 3.18, rbar
at 60Hz is about three times higher than rbar at DC. Similarly, the slot leakage
inductance changes and the correction coefficient is given by

Kx ≡ Lsl(ac)

Lsl(dc)
=

3(sinh 2ξ − sin 2ξ)

2ξ(cosh 2ξ − cos 2ξ)
. (3.32)

Fig. 3.18 shows plots of Kr and Kx as a function of ξ (slip), exhibiting a growth of
the bar resistance and a decrease of the slot leakage inductance [7].

Exercise 3.8
Determine rbar(ac)/rbar(dc) of a 3cm high copper bar when the line frequency is
60Hz and slip is 1. The copper conductivity is γ = 5× 107S/m.

Solution
δ =

√
2/(4π × 10−7 × 5× 107 × 377) = 9.19(mm).

Thus, ξ = 30/9.19 = 3.26. It follows from (3.31) that rbar(ac)/rbar(dc) = 3.26. That
is, the rotor resistance increases 3.26 times when the slip is 1.

Double Cage Rotor

Fig. 3.19 shows the flux line profiles around double cage rotor slots at two extreme
slip conditions: (a) high slip and (b) low slip. If the slip frequency is high, the field
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(a) (b)

Figure 3.18: Correction coefficients reflecting displacement (skin) effect: (a) rotor
bar resistance change (b) slot leakage inductance change.

cannot penetrate deeply inside the rotor core due to the skin effect. Therefore, the
flux lines encircle only the upper conductors of the rotor slots. Hence, the major
portion of induced current flows through the upper conductors. Since the effective
conduction area is small, the rotor resistance rbar is regarded high.

On the other hand, the field penetrates deeply if the slip frequency is low. The
flux lines encircle both upper and lower conductors, and thereby induced current
conducts both upper and lower conductors. Since large conduction area is provided,
the effective rotor resistance becomes low at low slip.

Note from (3.9) that high rbar is favorable for starting, since the starting torque is
high with a high rr. But, high rr is not desirable at the normal (low slip) operation,
since high rr means low efficiency. However, the double cage rotor structure attempts
to satisfy both requirements: The double cage IM has a high rr during start and a
low rr at the rated operation.

(a) (b)

Figure 3.19: Flux lines around double cage rotor slots: (a) high slip (rbar(ac) is
large.) and (b) low slip (rbar(ac) is small.).

Slot Types and NEMA Classification

The National Electrical Manufacturers Association (NEMA) of U.S.A. has classified
cage-type induction machines into different categories to meet the diversified range
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of applications [1]. These categories are characterized by torque-speed curves, and
the most influential factor determining the torque-speed curve is the slot type.

As shown in Fig. 3.20 (a), the motor with double cage slot has high starting
torque. The round slot motor has low starting torque, but has a steep slope near
zero slip. Deep bar design yields medium shows performances.

Class A
Class D

100

200

300

Class C

Class B

10050

Double

cage

Deep

wedge

Round

100

200

Slip

00.51

0

Speed

(a) (b)

Figure 3.20: (a) Torque-speed curves for various rotor slot shapes [6] and (b) NEMA
classification.

NEMA A machines are characterized by low rotor resistance; thus they have
the steepest slope and a low operating slip. Therefore, they have high operating
efficiency, but they have a larger starting torque with a larger starting current than
general use design NEMA B machines. These characteristics result from low rotor
leakage inductance and the skin effect of a mild deep bar design. NEMA A machines
are suitable for inverter applications.

NEMA B machines are designed with higher rotor leakage inductance, so that
the starting current is limited. The locked torque ranges from 130% to 70% of
the full-load torque depending on the size. The corresponding locked-rotor current
should not exceed 6.4 times the rated full-load current [1]. These general purpose
motors are commonly used for constant-speed applications such as fans, centrifugal
pumps, machine tools, and so forth.

NEMA C machines are designed to have a high locked rotor torque (200% of the
full-load torque). To meet those starting requirements, these motors have double-
cage rotor slots that have higher rotor resistance for higher slip.

NEMA D machines are designed for a wide slip range (85∼95% of synchronous
speed). These machines have low efficiency, and are thereby easily overheated. Thus,
they are usually designed for intermittent operation [1].
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3.3.1 Line Starting

135A 12A

0

1775 rpm

Speed

Phase current

Figure 3.21: Induction motor line starting ( experimental result ): 4-pole, 1.5kW,
220V line-to-line.

The starting method by connecting IM directly to the power grid is called line
start. Since the slip is equal to one at the time of line starting, the starting current
is huge (about 6 ∼ 8 times larger than the rated current). Fig. 3.21 shows an
experimental plot of line current at a line starting. The large starting current may
trip the circuit breaker or blow fuses.

To avoid such problems, soft starters are utilized in the industrial sites. The
soft starters are made with thyristor switches: Thyristors are connected in anti-
parallel in each phase, as shown in Fig. 3.22. By changing the firing angle α of the
thyristors, the rms voltage is controlled. Specifically, the rms voltage level decreases
as α increases. Cases of different firing angles are shown in Fig. 3.22 (b) and (c).
With the soft starter, the rms value of the motor terminal voltage can be increased
gradually along with the motor shaft speed.

3.4 IM Speed Control

With the use of semiconductor switches such as IGBTs, it is possible to change the
feeding voltage and frequency. A simple speed control method would be to change
the voltage only. But this method has a limited effectiveness. It is better to change
the voltage in accordance with the frequency.

3.4.1 Variable Voltage Control

Fig. 3.23 shows the torque-speed curves of an IM for different voltages while the
frequency is fixed at 60Hz. Recall from (3.11) that the breakdown torque is propor-
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Figure 3.22: Soft starter and applied voltages: (a) soft starter circuit, (b) a large
rms voltage with a small α angle, and (c) a small rms voltage with a large α angle.
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Figure 3.23: Torque-speed curves for variable voltage/fixed frequency operations.

tional to the square of the voltage. It also shows a fluidal load curve. Considering
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the intersection (operation) points, one can notice that the speed control range is
quite small. But with the NEMA class D machines, the speed control range can be
extended. Due to their inherent low efficiency, however, class D machines are rarely
used.

3.4.2 Variable Voltage Variable Frequency (VVVF) Control

With the use of inverters, it is possible to provide a variable voltage/variable fre-
quency source to the motor. Changing the frequency means changing the syn-
chronous speed. Note from (3.15) that the stator voltage is approximated as Vs =
rsIs+jωe(Lls+Lm)Is ≈ jωeLsIs = jωeλs. Therefore, the magnitude of flux satisfies

λs =
Vs
ωe

=
Vs
2πf

. (3.33)

That is, voltage to frequency ratio implies the flux. To maintain a constant flux
level, the voltage should be increased when the frequency increase. In contrast,
the voltage should be decreased when the frequency decreases. Otherwise, flux
saturation occurs.

Torque equation (3.7) is approximated as

Te =
3P

2

(
Vs
ωe

)2 ωslrr
r2r + ω2

slL
2
lr

=
3P

2
λ2s

ωslrr
r2r + ω2

slL
2
lr

. (3.34)

According to (3.34), torque just depends on the slip independently of the frequency
as long as the voltage to frequency ratio (V/F ) is kept constant. Hence, as shown
in Fig. 3.24, the torque curves in the same shape shift in response to the different
frequencies.

The motor control method keeping the V/F constant is called variable volt-
age/variable frequency (VVVF) method. Specifically, consider an operation point
marked by “x”. Note that it is impossible to operate the motor with 127V at 60Hz,
since “x” is in unstable region. However with reduced voltage and frequency (25V,
12Hz), “x” is a stable operation point. Similarly, if both voltage and frequency are
doubled at the same time (50V, 24Hz), another stable operation point is obtained
“xx”. Hence, while keeping V/F constant, it is possible to drive crane like loads
requiring high start torque.

In the low-speed region, the voltage drop over the stator resistance is not neg-
ligible. For example, consider the IM in Table 3.1. Note that rs/ωeLs = 0.048 at
60Hz, whereas rs/ωeLs = 0.48 at 6Hz, i.e., the ohmic drop takes about a half of
the input voltage at 6Hz. To compensate for this voltage drop, the voltage profile
is boosted in a low-speed region, as shown in Fig. 3.25.

If speed information is available, it is possible to construct a slip-based feedback
controller as shown in Fig. 3.25 [5]. The speed controller output is regarded as
a torque command, and a required slip is calculated in proportion to the torque
command. The calculated slip is added to a measured rotor speed, determining
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Figure 3.24: Torque-speed curves for a VVVF operation.

the electrical frequency: ωe = ωr + ωsl. This electrical speed is used as a command
frequency to the VVVF inverter. Based on a V/F table, a voltage level is determined.
VVVF inverters are widely used in many applications where precision is not essential.
These applications include compressors, blowers, cranes, and transportation vehicles
such as subway trains and locomotives.

PI Inverter

limiter

V/F

table
-

P/2

+

Motor

Speed

sensor

0 Low frequency cut off

High voltage limit

Voltage boost

region

Constant

V/F

Figure 3.25: VVVF pattern and a slip-based VVVF speed controller.
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Problems

3.1 Consider a 4-pole, three-phase IM with the following rated parameters: output
power = 15kW, line voltage (line-to-line) = 440V, line frequency = 60Hz,
and rated speed = 1748rpm. The sum of windage and friction loss is 1 kW.
Calculate the air gap power and rotor copper loss.

3.2 A three-phase IM having a synchronous speed of 900rpm draws 40kVA from
a three-phase feeder. The rated slip speed is 3% of the synchronous speed.
The power factor is 0.9, and the total stator loss is 4kW. Calculate the torque
developed by the motor.

3.3 Consider a 4-pole, three-phase IM with the following parameters: rs = 1.6Ω,
rr = 0.996Ω, Ls = 66mH, Lls = 3.28mH, and Llr = 3.28mH. Assume that
three-phase, 220V (line-to-line), 60Hz AC source is applied to the motor.
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a) Calculate the slip yielding the breakdown torque.
b) If the rated slip is s = sm/2.5, determine the rotor current, I ′r and
torque using the modified equivalent circuit.
c) Determine the magnetizing current.
d) Calculate the power factor at the rated condition.

3.4 Consider a 4-pole, three-phase IM with the following parameters: rs = 0.1Ω,
rr = 0.25Ω, Ls = 150mH, Lls = 3mH, and Llr = 3mH. A 440V (line-to-line),
60Hz AC source is applied to the motor. The rated slip is 3%. Determine the
rated and starting torques.

3.5 Consider a 4-pole, three-phase IM with the following parameters: rs = 0Ω,
rr = 0.25Ω, Ls = 150mH, Lls = 3mH, and Llr = 3mH. Assume that a 440V
(line-to-line), 60Hz AC source is applied to the motor.

a) Draw a circle (Heyland) diagram.
b) Determine the rated current.
c) Determine the minimum PF angle.

3.6 Consider the thyristor voltage control circuit shown in Fig. 3.22. Assume that
the source phase voltage is V sinωet. Derive a relationship between the rms
output voltage and the firing angle, α.

3.7 A three-phase 220V, 4-pole IM runs at 1750rpm. Suppose that the input
voltage is increased to 250V. For the same load, calculate the slip and speed.

3.8 (No load test) A four pole, three-phase IM is connected to 220V(line-to-line),
60Hz line. It runs at 1750 rpm without a load. The phase current is Is = 2A
and the reactive power is 50W.

a) Calculate the power factor angle.
b) Calculate the stator inductance.
c) Calculate the stator resistance.

3.9 (Locked rotor test) While the IM is locked, a 90V(line-to-line), 60Hz three-
phase voltage source is applied. The measured stator current is 7A, the resis-
tance of the stator is 2.1Ω and the measured power is 800W.

a) Calculate the power factor angle.
b) Calculate the impedance.
c) Calculate the rotor resistance, rr.
d) Assuming Lls = Llr, find the leakage impedance.
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Chapter 4

Dynamic Modeling of Induction
Motors

When the AC motor dynamics are described in a synchronous reference frame, they
resemble the DC motor dynamics under certain conditions. Therefore, in the syn-
chronous frame, the dq-axes currents can be interpreted as the field and torque
components. The transformation maps defined in the previous chapter play a key
role in deriving the dynamic models.

4.1 Voltage Equation

Time derivative of flux linkage yields a voltage equation. First, we derive stator
and rotor flux linkage equations and map them into the complex plane. The voltage
equations can be described either in the stationary or synchronous frames.

4.1.1 Flux Linkage

The stator flux is generated by stator and rotor currents. We will first consider the
stator flux contributed by the stator current. Stator flux generated by a-phase stator
current is described as a bunch of dotted lines in Fig. 4.1 (a). The innermost line
that does not cross the air gap depicts leakage flux. Therefore, a-phase flux linkage
produced by a-phase current is given by λas = (Lms + Lls)ias, where Lms and Lls
denote the stator mutual and leakage inductances, respectively. On the other hand,
a-phase flux produced by b-phase current is given by λas = −1

2Lmsias, since the
a-phase coil and b-phase coil are separated spatially by 2π

3 and cos(2π3 ) = −1
2 . Due

to the symmetry among the phases, it follows that

λabcs = Labcsiabcs , (4.1)

85
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bs

as

as’

cs’

cs

bs’

(a) (b)

as

as’

ar’

ar

Figure 4.1: A-phase flux linkage (a) by a-phase stator current ias and (b) by a-phase
rotor current iar.

where

λabcs =

λasλbs
λcs

 , iabcs =
iasibs
ics

 , and Labcs =

Lms + Lls −1
2Lms −1

2Lms
−1

2Lms Lms + Lls −1
2Lms

−1
2Lms −1

2Lms Lms + Lls

 .
The stator flux is also affected by the rotor current. However, the rotor coil

position is a function of rotor angle, θr. Fig. 4.1 (b) shows the stator flux linkage
produced by rotor current. Note that the flux linking between stator and rotor
windings is maximized when θr = 0. On the other hand, if θr = π

/
2, the flux

linking is equal to zero. For simplicity, it can be described as λas = Lms cos θriar for
a-phase. Since b and c phase windings are 2π

/
3 and 4π

/
3 apart, respectively, the

stator flux contributed by the rotor current is

λabcs = M(θr)iabcr , (4.2)

where

iabcr =

iaribr
icr

 and M(θr) = Lms

 cos θr cos(θr +
2π
3 ) cos(θr − 2π

3 )
cos(θr − 2π

3 ) cos θr cos(θr +
2π
3 )

cos(θr +
2π
3 ) cos(θr − 2π

3 ) cos θr

 .
Complete Flux Linkage Equations

Combining (4.1) with (4.2), a complete expression of the stator flux linkage is given
by

λabcs = Labcsiabcs +M(θr)iabcr. (4.3)
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Similarly, the rotor flux linkage seen from the rotor frame is given by

λabcr = M(−θr)iabcs + Labcriabcr , (4.4)

where

λabcr =

λarλbr
λcr

 and Labcr =

Lms + Llr −1
2Lms −1

2Lms
−1

2Lms Lms + Llr −1
2Lms

−1
2Lms −1

2Lms Lms + Llr

 .
and Llr is the rotor leakage inductance. From the rotor frame, the stator current
is looked behind by angle θr. Thus, −θr appears in the mutual inductance matrix,
M. Note that Labcr is the same as Labcs except that the stator leakage inductance
Lls is replaced by the rotor leakage inductance Llr.

Exercise 4.1
Consider a P pole induction machine with a uniform air gap g, the rotor diameter
D, and the stacking length ℓ. Assume that the number of turns per phase is N and
that the number of slots per pole per phase is equal to one, i.e., q = 1. (Refer to
the square wave MMF shown in Fig. 2.4.) Assume further that the winding factor
is kw.
a) Derive an expression for the fundamental component of air gap field density, Ba1,
when only a-phase current, ia flows.
b) Determine flux per pole.
c) Derive an expression for the self inductance, Lms (without leakage), of a-phase
winding using the result of b).

Solution
a) Expressing the MMF as a function of the angular variable θ, the fundamental
component is equal to

MMFa =
N

P/2
kw

1

2
ia
4

π
cos θ =

4

π

N

P
kwia cos θ,

where 4/π is the coefficient of the fundamental component of a square wave. As a
similar example, refer to (2.1). Therefore, it follows that

Ba1 = µ0
1

g
×MMFa =

4

π
µ0kw

Nia
gP

cos θ.

b)

Φpole = ℓ

∫ π/2

−π/2
Ba1

(
D

2

)
dθ

1

P/2
=

4

π

µ0ℓD

g

Nkw
P

ia
2

P
.

c)

Lms =
P

2

Nkw
P/2

Φpole
1

ia
=

8

π

µ0ℓD

g

(
Nkw
P

)2

.
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Description in the Complex Plane

In this part, the flux vector λabcs is mapped into the complex plane using (2.22).
But, the computation procedure is separated into two steps: In the first step, the
mapping of (4.1) is considered. From the definition, we obtain

λsdqs =
2

3

[
λas(t) + ej

2π
3 λbs(t) + e−j

2π
3 λcs(t)

]
=

2

3

[
(Lms + Lls)ias −

1

2
Lmsibs −

1

2
Lmsics

+ej
2π
3
{
− 1

2
Lmsias + (Lms + Lls)ibs −

1

2
Lmsics

}
+e−j

2π
3
{
− 1

2
Lmsias −

1

2
Lmsibs + (Lms + Lls)ics

}]
=

2

3

[
(
3

2
Lms + Lls −

1

2
Lms)ias −

1

2
Lmsibs −

1

2
Lmsics

+ej
2π
3
{
− 1

2
Lmsias + (

3

2
Lms + Lls −

1

2
Lms)ibs −

1

2
Lmsics

}
+e−j

2π
3
{
− 1

2
Lmsias −

1

2
Lmsibs + (

3

2
Lms + Lls −

1

2
Lms)ics

}]
=

2

3

[
(
3

2
Lms + Lls)(ias + ej

2π
3 ibs + e−j

2π
3 ics)−

1

2
Lmsias −

1

2
Lmsibs −

1

2
Lmsics

+ej
2π
3
{
− 1

2
Lmsias −

1

2
Lmsibs −

1

2
Lmsics

}
+e−j

2π
3
{
− 1

2
Lmsias −

1

2
Lmsibs −

1

2
Lmsics

}]
= (

3

2
Lms + Lls)

2

3
(ias + ej

2π
3 ibs + e−j

2π
3 ics)

= Lsi
s
dqs , (4.5)

where Ls =
3
2Lms + Lls. Note that (4.5) is identical with the dq part of the matrix

formalism (2.36).

Second, the contribution from the rotor current, (4.2) is mapped into the complex
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Rotor frame

Stator frame

Figure 4.2: Rotor and stator frames.

plane:

λsdqs =
2

3

[
λas(t) + ej

2π
3 λbs(t) + e−j

2π
3 λcs(t)

]
=

2

3
Lms [cos θriar + cos(θr + 2π/3)ibr + cos(θr − 2π/3)icr

+ej
2π
3
{
cos(θr − 2π/3)iar + cos θribr + cos(θr + 2π/3)icr

}
+e−j

2π
3
{
cos(θr + 2π/3)iar + cos(θr − 2π/3)ibr + cos θricr

}]
=

2

3

1

2
Lms

[
(ejθr + e−jθr)iar + (ej(θr+

2
3
π) + e−j(θr+

2
3
π))ibr

+(ej(θr−
2
3
π) + e−j(θr−

2
3
π))icr + (ejθr + e−j(θr−

4
3
π))iar

+(ej(θr+
2
3
π) + e−j(θr−

2
3
π))ibr + (ej(θr+

4
3
π) + e−jθr)icr

+(ejθr + e−j(θr+
4
3
π))iar + (ej(θr−

4
3
π) + e−jθr)ibr

+(ej(θr−
2
3
π) + e−j(θr+

2
3
π))icr

]
=

1

2
Lms

2

3

[
3ejθr iar + 3ej(θr+

2
3
π)ibr + 3ej(θr−

2
3
π)icr

]
=

(
3

2
Lms

)
ejθr

2

3

[
iar + ej

2
3
πibr + e−j

2
3
πicr

]
= Lme

jθr irdqr, (4.6)

where Lm ≡ 3
2Lms. Note that the rotor reference frame is turned by θr, as depicted

in Fig. 4.2. Therefore, if we look at the rotor current from the stationary frame, it
is seen as irdqre

jθr .

Combining (4.5) with (4.6), we obtain the stator flux in the stationary frame as

λsdqs = Lsi
s
dqs + Lme

jθr irdqr. (4.7)

In a similar manner, the rotor flux equation with reference to the rotor frame is
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obtained as

λrdqr = Lri
r
dqr + Lme

−jθr isdqs, (4.8)

where Lr =
3
2Lms+Llr. Note that since the rotor frame is on ejθr , the stator current

contribution is seen behind by θr in the rotor frame. Therefore, e−jθr is multiplied
to isdqs. Superscript ‘r’ is used to denote the quantities in the rotor frame.

Exercise 4.2
Derive (4.8) from (4.4).

4.1.2 Voltage Equations

Voltage equations for the stator and rotor are given by

vsabcs = rsi
s
abcs + pλsabcs, (4.9)

vrabcr = rri
r
abcr + pλrabcr. (4.10)

Utilizing the mapping rule, (2.22) we obtain from (4.5) and (4.9) a stator voltage
equation in the stationary dq-frame such that

vsdqs = rsi
s
dqs + pλsdqs. (4.11)

Similarly, we obtain from (4.5) and (4.10) a rotor voltage equation in the rotor
dq-frame such that

vrdqr = rri
r
dqr + pλrdqr. (4.12)

Voltage Equation in the Synchronous Frame

The synchronous frame is a rotating frame that rotates at the same speed as the
electrical angular velocity, ωe. Hence at time t, angular position of the d–axis of the
synchronous frame is

θe =

∫ t

0
ωedt = ωet.

Note that the electrical speed ωe is different from the rotor speed P
2 ωr in induc-

tion machines, whereas they are the same in synchronous machines. Further, it is
emphasized that the synchronous frame is used in both cases as a reference frame.

By multiplying e−jθe to vsdqs in the stationary frame, we have a new representa-
tion vedqs in the synchronous frame, i.e.,

vedqs = e−jθevsdqs, (4.13)

where the superscript “e,” meaning exciting, indicates that a variable is described
in the synchronous frame.
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Multiplying e−jθe on both sides of (4.11), we have

vedqs = e−jθevsdqs = rse
−jθeisdqs + e−jθepλsdqs

= rsi
e
dqs + e−jθepλsdqs. (4.14)

Note that the differential operator, p, and an operand, e−jθe , do not commute, i.e.,
pe−jθe ̸= e−jθep, since θe is a function of t. Therefore, a technique of inserting the
identity 1 = ejθee−jθe needs to be utilized [1]:

vedqs = rsi
e
dqs + e−jθepejθee−jθeλsdqs

= rsi
e
dqs + e−jθe

(
jωee

jθee−jθeλsdqs + ejθepλedqs

)
= rsi

e
dqs + jωeλ

e
dqs + pλedqs. (4.15)

Note that the additional term, jωeλ
e
dqs, appears in the synchronous reference frame.

It originates from the transformation into a moving frame, and is known as the “speed
voltage” or called the “coupling voltage.” Let vedqs = veds+jv

e
qs and λ

e
dqs = λeds+jλ

e
qs.

Then, (4.15) is written componentwise as

veds = rsi
e
ds + pλeds − ωeλ

e
qs (4.16)

veqs = rsi
e
qs + pλeqs + ωeλ

e
ds . (4.17)

The rotor voltage equation can be transformed in the same way. But, the trans-
forming angle is θe − θr. Multiplying both sides of (4.12) by e−j(θe−θr), we have

vedqr = rri
e
dqr + (p+ j(ωe − ωr))λ

e
dqr. (4.18)

Equivalently, (4.18) is expressed componentwise such that

vedr = rri
e
dr + pλedr − (ωe − ωr)λ

e
qr (4.19)

veqr = rri
e
qr + pλeqr + (ωe − ωr)λ

e
dr . (4.20)

Comparing (4.19) and (4.20) with (4.16) and (4.17), one can see the identical struc-
ture. However, the slip speed, ωe − ωr appears instead of ωe.

Note that

λeds = Lsi
e
ds + Lmi

e
dr = Llsi

e
ds + Lm(i

e
ds + iedr) (4.21)

λeqs = Lsi
e
qs + Lmi

e
qr = Llsi

e
qs + Lm(i

e
qs + ieqr) (4.22)

λedr = Lri
e
dr + Lmi

e
ds = Llri

e
dr + Lm(i

e
dr + ieds) (4.23)

λeqr = Lri
e
qr + Lmi

e
qs = Llri

e
qr + Lm(i

e
qr + ieqs) (4.24)

and Ls = Lls+Lm and Lr = Llr+Lm. Based on (4.16), (4.17), (4.19), and (4.20),
an equivalent circuit for the synchronous frame model can be drawn as ig. 4.1. Note
also that ωe appears in the primary side, but the slip speed ωsl ≡ ωe − ωr appears
in the secondary side.
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++

++

(a)

(b)

Figure 4.3: Equivalent circuit for IM in the synchronous frame: (a) d–axis and (b)
q–axis.

Note that both flux and current variables appear in (4.19)−(4.17). Utilizing
(4.21)−(4.24), we can express the IM synchronous model only with current variables:

veds
veqs
0
0

 =


rs + pLs −ωeLs pLm −ωeLm
ωeLs rs + pLs ωeLm pLm
pLm −ωslLm rr + pLr −ωslLr
ωslLm pLm ωslLr rr + pLr



ieds
ieqs
iedr
ieqr

 . (4.25)

Since the rotor circuits are shorted, vedr = veqr = 0.

Voltage Equation in the Stationary Frame

Since the stator voltage equation (4.11) is already in the stationary frame, it is
necessary to transform the rotor equation (4.12) into the stationary frame. Trans-
formation can be done by multiplying e−jθr on both sides of (4.12):

vsdqr = rri
s
dqr + (p− jωr))λ

s
dqr. (4.26)

Similarly to (4.25), we have an IM model in the stationary frame:
vsds
vsqs
0
0

 =


rs + pLs 0 pLm 0

0 rs + pLs 0 pLm
pLm ωrLm rr + pLr ωrLr

−ωrLm pLm −ωrLr rr + pLr



isds
isqs
isdr
isqr

 . (4.27)
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4.1.3 Transformation via Matrix Multiplications

In this section we will repeat the same coordinate transformation via matrix multi-
plications. Some mathematical preliminaries are given in the following exercises:

Exercise 4.3 [2]
Show that [

cos θ sin θ
− sin θ cos θ

]
= eJθ, where J =

[
0 1
−1 0

]
. (4.28)

Solution

eJθ = L−1
{
(sI − J)−1

}
= L−1

{
1

s2 + 1

[
s 1
−1 s

]}
=

[
cos θ sin θ
− sin θ cos θ

]
.

Note that J is skew symmetric, i.e., J−1 = JT and that J is interpreted as an
operator rotating a vector 90 degrees clockwise. Hence, multiplying J to a vector is
equivalent to multiplying −j to its corresponding complex variable.

Exercise 4.4
Let θ = ωt and p = d

dt . Show that

T(θ)pT−1(θ) = ω

0 −1 0
1 0 0
0 0 1

 .

Exercise 4.5
Show that

eJθepe−Jθe = −ωeJ. (4.29)

Solution

eJθepe−Jθe = eJθe(−J)e−Jθe dθ

dt
= −ωeJeJθee−Jθe = −ωeJ

Alternatively,

eJθepe−Jθe = ωe

[
cos θe sin θe
− sin θe cos θe

] [
− sin θe − cos θe
cos θe − sin θe

]
= ωe

[
0 −1
1 0

]
= −ωeJ .
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Exercise 4.6
Show that AeA = eAA for A ∈ Rn×n.

From the above example, it follows that eJθee−Jθe = e−JθeeJθe = I and eJθeJ =
JeJθe . One can represent the complex expression, (4.7) and (4.11), as the following
vector equation:[

vsds
vsqs

]
= rs

[
isds
isqs

]
+ Lsp

[
isds
isqs

]
+ Lme

−Jθrp

[
irdr
irqr

]
− ωrLmJe

−Jθr

[
irdr
irqr

]
. (4.30)

Multiplying both sides of (4.30) by e−Jθe , we obtain

eJθe
[
vsds
vsqs

]
= rse

Jθe

[
isds
isqs

]
+ Lse

Jθep

(
e−JθeeJθe

[
isds
isqs

])
+Lme

Jθee−Jθrp

(
eJθre−JθeeJθee−Jθr

[
irdr
irqr

])
− ωrLmJe

Jθee−Jθr

[
irdr
irqr

]
= rse

Jθe

[
isds
isqs

]
+ Lse

Jθep
(
e−Jθe

)
eJθe

[
isds
isqs

]
+ Lsp

(
eJθe

[
isds
isqs

])
+Lme

Jθee−Jθrp
(
eJθre−Jθe

)
eJθee−Jθr

[
irdr
irqr

]
+ Lmp

(
eJθee−Jθr

[
irdr
irqr

])
−ωrLmJeJθee−Jθr

[
irdr
irqr

]
.

[
veds
veqs

]
= rs

[
ieds
ieqs

]
− ωeLsJ

[
ieds
ieqs

]
+ Lsp

[
ieds
ieqs

]
− (ωe − ωr)LmJ

[
iedr
ieqr

]
+Lmp

[
iedr
ieqr

]
− ωrLmJ

[
iedr
ieqr

]
= rs

[
ieds
ieqs

]
+ Ls(pI− ωeJ)

[
ieds
ieqs

]
+ Lm(pI− ωeJ)

[
iedr
ieqr

]
= rs

[
ieds
ieqs

]
+ (pI− ωeJ)

[
λeds
λeqs

]
. (4.31)

One can see that the matrix manipulation yields the same result as (4.16) and (4.17).

4.2 IM Dynamic Models

Note that the IM models in the previous section include differential operator, p
inside the matrix. To simulate IM dynamics or construct an observer for IM, we
need models in the form of ordinary differential equation (ODE).
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4.2.1 IM ODE Model with Current Variables

In this subsection, we derive an IM ODE model from (4.25) which is expressed with
current variables in the synchronous frame. Note from the third line of (4.25) that

piedr = − 1

Lr

(
Lmpi

e
ds − ωslLmi

e
qs + rri

e
dr − ωslLriqr

)
. (4.32)

Substituting (4.32) into the first line of (4.25), we have

(Ls −
L2
m

Lr
)pieds = −rsieds −

Lm
Lr

(
ωslLmi

e
qs − rri

e
dr + ωslLriqr

)
+ωeLsi

e
qs + ωeLmi

e
qr. (4.33)

Recall that σ ≡ 1 − L2
m

/
(LsLr) is the leakage coefficient defined in the previous

chapter. Thus, (4.33) is rearranged as

σLspi
e
ds = −rsieds + (ωeLs − ωsl

L2
m

Lr
)ieqs +

Lm
Lr

rri
e
dr + Lm(ωe − ωsl)iqr.

Note that

ωe
σ

− L2
m

σLsLr
ωsl =

ωe
σ

− (ωe − ωr)
L2
m

σLsLr
=
ωe
σ

(
1− L2

m

LsLr

)
+ ωr

L2
m

σLsLr
.

Note on the other hand that ωr
L2
m

σLsLr
= 1−σ

σ ωr. Therefore,

pieds = − rs
σLs

ieds + (ωe + ωr
1− σ

σ
)ieqs +

Lm
σLs

rr
Lr
iedr +

Lm
σLs

ωriqr

In the similar fashion, expressions for pieqs, pi
e
dr, and pi

e
qr can be derived. Summa-

rizing the result, we obtain an IM dynamic model in the ODE form:

d

dt


ieds
ieqs
iedr
ieqr

 =


− rs
σLs

ωe + ωr
1−σ
σ

Lmrr
σLsLr

ωr
Lm
σLs

−ωe − ωr
1−σ
σ − rs

σLs
−ωr Lm

σLs

Lmrr
σLsLr

Lmrs
σLrLs

−ωr Lm
σLr

− rr
σLr

ωe − ωr
σ

ωr
Lm
σLr

Lmrs
σLrLs

−ωe + ωr
σ − rr

σLr



ieds
ieqs
iedr
ieqr



+


1
σLs

0

0 1
σLs

− Lm
σLrLs

0

0 − Lm
σLrLs


[
veds
veqs

]
. (4.34)

Equivalently, (4.34) can be expressed as

d

dt

[
ies
ier

]
=

− rs
σLs

I+
(
ωe + ωr

1−σ
σ

)
J Lm

σLs

(
1
τr
I+ ωrJ

)
Lm
σLr

(
rs
Ls

I− ωrJ
)

− 1
στr

I+
(
ωe − ωr

σ

)
J

[ies
ier

]
+

[ 1
σLs

I

− Lm
σLrLs

I

]
ves

(4.35)
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where τr = Lr
/
rr and I =

[
1 0
0 1

]
and J =

[
0 1
−1 0

]
. While checking (4.41), one

needs to be careful about the sign in front of J, since J here is defined differently
from other literature.

4.2.2 IM ODE Model with Current-Flux Variables

For simplicity in handling the field-oriented control that appears later, it is better
to select stator current and rotor flux as the state variables, instead of stator and
rotor currents. It follows from (4.23) and (4.24) that the relation between the two
variable sets is given as

ieds
ieqs
iedr
ieqr

 =


1 0 0 0
0 1 0 0

−Lm
Lr

0 1
Lr

0

0 −Lm
Lr

0 1
Lr



ieds
ieqs
λedr
λeqr

 . (4.36)

Substituting (4.36) into (4.25), it follows that
veds
veqs
0
0

 =


rs + pLs −ωeLs pLm −ωeLm
ωeLs rs + pLs ωeLm pLm
pLm −ωslLm rr + pLr −ωslLr
ωslLm pLm ωslLr rr + pLr




1 0 0 0
0 1 0 0

−Lm
Lr

0 1
Lr

0

0 −Lm
Lr

0 1
Lr



ieds
ieqs
λedr
λeqr



=


rs + pσLs −ωeσLs pLm

Lr
−ωe Lm

Lr

ωeσLs rs + pσLs ωe
Lm
Lr

pLm
Lr

− rrLm
Lr

0 rr
Lr

+ p −ωsl
0 − rrLm

Lr
ωsl

rr
Lr

+ p



ieds
ieqs
λedr
λeqr

 , (4.37)

where σ ≡ 1−L2
m

/
(LsLr) is the leakage coefficient defined in the previous chapter.

Collecting the terms with differential operator on the left-hand side, we obtain
σLs 0 Lm

Lr
0

0 σLs 0 Lm
Lr

0 0 1 0
0 0 0 1

 p

ieds
ieqs
λedr
λeqr

 =


veds
veqs
0
0



−


rs −ωeσLs 0 −ωe Lm

Lr

ωeσLs rs ωe
Lm
Lr

0

− rrLm
Lr

0 rr
Lr

−ωsl
0 − rrLm

Lr
ωsl

rr
Lr



ieds
ieqs
λedr
λeqr

 . (4.38)

In taking the inverse of the matrix in the left-hand side of (4.38), we utilize the
following identity [

A B
0 C

]−1

=

[
A−1 −A−1BC−1

0 C−1

]
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for invertible A,C ∈ Rn×n and B, O ∈ Rn×n. Note that 0 denotes the zero matrix.
Then, 

σLs 0 Lm
Lr

0

0 σLs 0 Lm
Lr

0 0 1 0
0 0 0 1


−1

=


1
σLs

0 − Lm
σLrLs

0

0 1
σLs

0 − Lm
σLrLs

0 0 1 0
0 0 0 1

 . (4.39)

Applying (4.39) to (4.38), we obtain

d

dt


ieds
ieqs
λedr
λeqr

 =


− rs
σLs

− (1−σ)rr
σLr

ωe
rrLm
σL2

rLs
ωr

Lm
σLsLr

−ωe − rs
σLs

− (1−σ)rr
σLr

−ωr Lm
σLsLr

rrLm
σL2

rLs
rrLm
Lr

0 − rr
Lr

ωsl
0 rrLm

Lr
−ωsl − rr

Lr



ieds
ieqs
λedr
λeqr



+
1

σLs


veds
veqs
0
0

 . (4.40)

Equivalently, (4.40) can be expressed as

d

dt

[
ies
λer

]
=

[
−
(

rs
σLs

+ 1−σ
στr

)
I+ ωeJ

Lm
σLrLs

(
1
τr
I+ ωrJ

)
Lm
τr

I − 1
τr
I+ ωslJ

] [
ies
λer

]
+

1

σLs

[
ves
0

]
.

(4.41)

Similarly, the stationary frame ODE model in current-flux variables is obtained
from (4.27) as

d

dt

[
iss
λsr

]
=

[
−
(

rs
σLs

+ 1−σ
στr

)
I Lm

σLrLs

(
1
τr
I+ ωrJ

)
Lm
τr

I − 1
τr
I− ωrJ

] [
iss
λsr

]
+

1

σLs

[
vss
0

]
. (4.42)

Comparing (4.41) with (4.42), the IM dynamics can be generalized independently
of the frame such that

d

dt

[
igs
λgr

]
=

[
−
(

rs
σLs

+ 1−σ
στr

)
I Lm

σLrLs

1
τr
I

Lm
τr

I − 1
τr
I

] [
igs
λgr

]
+ ωA

[
J Lm

σLrLs
J

0 0

] [
igs
λgr

]
+ωB

[
0 − Lm

σLrLs
J

0 J

] [
igs
λgr

]
+

1

σLs

[
vgs
0

]
, (4.43)

where the superscript ‘g’ denotes the generalized frame. The equation becomes
the IM model in the synchronous frame with ωA = ωe and ωB = ωsl, whereas it
becomes the IM model in the stationary frame with ωA = 0 and ωB = −ωr. Various
IM dynamic equations are summarized in Table 4.1.

www.EngineeringEBooksPdf.com



98 AC Motor Control and Electric Vehicle Applications

Table 4.1: IM dynamic equations.

Stationary frame
vsds
vsqs
0
0

 =


rs + pLs 0 pLm 0

0 rs + pLs 0 pLm
pLm ωrLm rr + pLr ωrLr

−ωrLm pLm −ωrLr rr + pLr



isds
isqs
isdr
isqr


Synchronous frame

veds
veqs
0
0

 =


rs + pLs −ωeLs pLm −ωeLm
ωeLs rs + pLs ωeLm pLm
pLm −ωslLm rr + pLr −ωslLr
ωslLm pLm ωslLr rr + pLr



ieds
ieqs
iedr
ieqr


ODE with current variables (Stationary)

d
dt

[
iss
isr

]
=

− rs
σLs

I+ ωr
1−σ
σ J Lm

σLs

(
1
τr
I+ ωrJ

)
Lm
σLr

(
rs
Ls

I− ωrJ
)

− 1
σ

(
1
τr
I+ ωrJ

)[iss
isr

]
+

[ 1
σLs

I

− Lm
σLrLs

I

]
vss

ODE with current variables (Synchronous)

d
dt

[
ies
ier

]
=

− rs
σLs

I+
(
ωe + ωr

1−σ
σ

)
J Lm

σLs

(
1
τr
I+ ωrJ

)
Lm
σLr

(
rs
Ls

I− ωrJ
)

− 1
στr

I+
(
ωe − ωr

σ

)
J

[ies
ier

]
+

[ 1
σLs

I

− Lm
σLrLs

I

]
ves

ODE with current-flux variables (Stationary)

d
dt

[
iss
λsr

]
=

[
−
(

rs
σLs

+ 1−σ
στr

)
I Lm

σLrLs

(
1
τr
I+ ωrJ

)
Lm
τr

I − 1
τr
I− ωrJ

] [
iss
λsr

]
+ 1

σLs

[
vss
0

]

ODE with current-flux variables (Synchronous)

d
dt

[
ies
λer

]
=

[
−
(

rs
σLs

+ 1−σ
στr

)
I+ ωeJ

Lm
σLrLs

(
1
τr
I+ ωrJ

)
Lm
τr

I − 1
τr
I+ ωslJ

] [
ies
λer

]
+ 1

σLs

[
ves
0

]
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4.2.3 Alternative Derivations Using Complex Variables

In this section, IM dynamics are derived utilizing the complex vector notation. The
stator voltage equation in the rotating reference system is

vedqs = rsi
e
dqs +

dλedqs
dt

+ jωeλ
e
dqs (4.44)

where rsi
e
dqs is the resistive voltage drop and rs is the stator resistance. In the case

of rotor, the slip speed ωe − ωr appears in such a way that

0 = rri
e
dqr +

dλedqr
dt

+ j(ωe − ωr)λ
e
dqr. (4.45)

The dynamics (4.44) and (4.45) are described in terms of four state variables: iedqs,
λedqs, i

e
dqr, and λ

e
dqr. In the following, the variables will be reduced to (iedqs, λ

e
dqr) by

utilizing λedqs = Lsi
e
dqs + Lmi

e
dqr and λedqr = Lmi

e
dqs + Lri

e
dqr. Then, the stator flux

leakage and the rotor current are rewritten as

λedqs = Lsi
e
dqs +

Lm
Lr

(λedqr − Lmi
e
dqs) = σLsi

e
dqs + krλ

e
dqr (4.46)

iedqr =
1

Lr
(λedqr − Lmi

e
dqs), (4.47)

where kr = Lm/Lr is the coupling factor of rotor. Selecting the stator current and
the rotor flux vectors as state variables, the rotor equation (4.45) leads to

0 =
1

τr
(λedqr − Lmi

e
dqs) +

dλedqr
dt

+ j(ωe − ωr)λ
e
dqr,

where τr = Lr/rr is a rotor time constant. Multiplying both sides by τr and rear-
ranging, we obtain

τr
dλedqr
dt

+ λedqr = −j(ωe − ωr)τrλ
e
dqr + Lmi

e
dqs. (4.48)

Then, it follows from (4.44), (4.46), and (4.48) that

vedqs = rsi
e
dqs + (

d

dt
+ jωe)(σLsi

e
dqs + krλ

e
dqr)

= rsi
e
dqs + σLs

diedqs
dt

+ jωeσLsi
e
dqs + kr

dλedqr
dt

+ jωekrλ
e
dqr

= rsi
e
dqs + σLs

diedqs
dt

+ jωeσLsi
e
dqs +

kr
τr

(
−j(ωe − ωr)τrλ

e
dqr + Lmi

e
dqs − λedqr

)
+jωekrλ

e
dqr

= rsi
e
dqs + σLs

diedqs
dt

+ jωeσLsi
e
dqs + jkrωrλ

e
dqr + rrk

2
r i
e
dqs −

kr
τr
λedqr

= (rs + k2rrr)i
e
dqs + σLs

diedqs
dt

+ jωeσLsi
e
dqs + jkrωrλ

e
dqr −

kr
τr
λedqr. (4.49)
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The final stator equation is equal to

τ
′
σ

diedqs
dt

+ (1 + jωeτ
′
σ)i

e
dqs = − kr

rστr
(jωrτr − 1)λedqr +

1

rσ
vedqs (4.50)

where τ
′
σ = σLs/rσ and rσ = rs + k2rrr [4]. Or, (4.49) can be rewritten as

diedqs
dt

= −rs + k2rrr
σLs

iedqs − jωei
e
dqs − j

krωr
σLs

λedqr +
kr

σLsτr
λedqr +

1

σLs
vedqs. (4.51)

Exercise 4.7
Show that (4.51) and (4.48) are equal to (4.40).

Exercise 4.8
Under the condition that λqr = 0 and λdr = λr in the steady-state, show that

is =
√
i2ds + i2qs =

λr
Lm

√
1 + ω2

rτ
2
r . (4.52)

Solution
With the assumption, it follows that Lmiqs = ωrτrλr and ids = λr

Lm
. Thus i2qs =

λ2r
L2
m
ω2
rτ

2
r and i2ds =

λ2r
L2
m
. Hence, i2ds + i2qs =

λ2r
L2
m
(1 + ω2

rτ
2
r ).

4.3 Steady-State Models

A steady-state model follows straightforwardly from (4.25). The steady-state vari-
ables are denoted by capital letters, Vdqs, Idqs, and Idqr. Letting p = 0 and substi-
tuting sωe = ωe − ωr, it follows that

Vdqs = rsIdqs + jωe(LsIdqs + LmIdqr) (4.53)

0 =
rs
s
Idqr + jωe(LrIdqr + LmIdqs) . (4.54)

Multiplying both sides (4.54) by a constant a, we have

0 =
a2rs
s

Idqr
a

+ jωe(a
2Lr

Idqr
a

+ aLmIdqs) ,

=
a2rs
s

Idqr
a

+ jωeLmIdqr − jωeLmIdqr + jωe(a
2Lr

Idqr
a

+ aLmIdqs) ,

=
a2rs
s

Idqr
a

+ jωeaLm(
Idqr
a

+ Idqs) + jωe(a
2Lr − aLm)

Idqr
a

. (4.55)
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Figure 4.4: Modification of steady-state equivalent model with parameter a.

The modified equivalent circuit based on (4.55) is shown in Fig. 4.4. Note that the
impedance remains the same for stator current, Idqs.

Various modifications can be made with different a’s. For some values of a, either
rotor or stator leakage inductance disappears.

All leakage inductance in the stator
If we let a = Lm

/
Lr, then the rotor leakage inductance disappears and all the

leakage inductance is located in the stator side. This equivalent circuit gives the
rotor field-oriented dynamic model, which plays an important role in developing the
concept of field-oriented control and will be dealt with in the next chapter.

All leakage inductance in the rotor
If we let a = Ls

/
Lm, then the stator leakage inductance disappears and all the

leakage inductance is located in the rotor side.

4.4 Power and Torque Equations

Since vear = vebr = vecr = 0, the rotor side source power is equal to zero. Thus, the
electrical power applied to the motor is equal to

Pe = vTabcsiabcs =
(
T(θe)

−1vedq0s
)T

T(θe)
−1iedq0s

=
3

2

(
T(θe)

Tvedq0s
)T

T(θe)
−1iedq0s

=
3

2
veTdq0si

e
dq0s (4.56)
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(a)

(b)

Figure 4.5: Equivalent circuits: (a) without rotor leakage inductance (a = Lm
/
Lr),

(b) without stator leakage inductance (a = Ls
/
Lm).

where the last equality results from the relation T(θe)
−1 = 3

2T(θe)
T that was shown

in (2.34). The zero sequence current is assumed to be zero. We obtain from (4.56)
and (4.25) that

Pe =
3

2

(
vedsi

e
ds + veqsi

e
qs

)
=

3

2
ieds
(
(rs + pLs)i

e
ds − ωeLsi

e
qs + pLmi

e
dr − ωeLmi

e
qr

)
+
3

2
ieqs
(
ωeLsi

e
ds + (rs + pLs)i

e
qsωeLmi

e
dr + pLmi

e
qr

)
=

3

2
rsi

e 2
ds +

3

4
Lspi

e 2
ds − 3

2
ωeLsi

e
dsi

e
qs +

3

2
iedspLmi

e
dr −

3

2
ωeLmi

e
dsi

e
qr

+
3

2
ωeLsi

e
qsi

e
ds +

3

2
rsi

e 2
qs +

3

4
Lspi

e 2
qs +

3

2
ωeLmi

e
qsi

e
dr +

3

2
ieqsLmpi

e
qr .

(4.57)

4.4.1 Torque Equation

Note that the shaft torque of a rotating machine is obtained as a gradient of the
electromagnetic power with respect to the shaft speed, i.e., Te =

∂Pe
∂ωr

. Assume that
the slip is constant. Then, the shaft torque follows from (4.57) such that

Te =
∂Pe
∂ωr

=
P

2

∂Pe
∂ωe

=
P

2

3

2
Lm
(
ieqsi

e
dr − iedsi

e
qr

)
. (4.58)

www.EngineeringEBooksPdf.com



Dynamic Modeling of Induction Motors 103

Figure 4.6: Cross product of rotor flux and stator current yields torque.

A different way of expressing (4.58) is

Te =
3

2

P

2
LmIm{iedqsie∗dqr} , (4.59)

where Im{z} implies the complex part of z ∈ C.
Recall that λdqr = Lri

e
dqr + Lmi

e
dqs and note that Im{iedqsie∗dqs} = 0. Therefore,

Im{iedqsie∗dqr} = 1
Lr
Im{iedqsλ

e∗
dqr}. Hence, (4.59) is expressed equivalently as

Te =
3

2

P

2

Lm
Lr

Im{iedqsλe∗dqr}. (4.60)

The other method of expressing Im{iedqsλ
e∗
dqr} is the cross product of vectors. Note

that

Te =
3

2

P

2

Lm
Lr

(
λedqr × iedqs

)
k

(4.61)

=
3

2

P

2

Lm
Lr

λedrλeqr
0

×

iedsieqs
0


k

=
3

2

P

2

Lm
Lr

∣∣∣∣∣∣
−→
i

−→
j

−→
k

λedr λeqr 0

ieds ieqs 0

∣∣∣∣∣∣
k

=
3

2

P

2

Lm
Lr

(λedri
e
qs − λeqri

e
ds). (4.62)

Exercise 4.9
Using the definition A×B = |A| · |B| sin θ for vectors A and B having an angle θ in
between and utilizing (4.23), derive (4.58) from (4.61).
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Problems

4.1 Show that for A ∈ Rn×n

eAt = L−1
{
(sI−A)−1

}
, (4.63)

where I ∈ Rn×n is the identity matrix, L denotes Laplace transformation, and
s is the Laplace variable.

4.2 Show that

ieds =
1

σLs

(
λeds −

Lm
Lr

λedr

)
ieqs =

1

σLs

(
λeqs −

Lm
Lr

λeqr

)
iedr =

1

σLr

(
λedr −

Lm
Ls

λeds

)
ieqr =

1

σLr

(
λeqr −

Lm
Ls

λeqs

)
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4.3 Utilizing the results of 4.2, derive the following from (4.15) and (4.18):

d

dt


λeds
λeqs
λedr
λeqr

 =


− rs
σLs

ωe
rsLm
σLrLs

0

−ωe − rs
σLs

0 rsLm
σLrLs

rsLm
σLrLs

0 − rr
σLr

ωsl
0 rsLm

σLrLs
−ωsl − rr

σLr



λeds
λeqs
λedr
λeqr

+


veds
veqs
0
0

 .

4.4 In the stationary frame, the IM model is described as
vsds
vsqs
0
0

 =


rs + pLs 0 pLm 0

0 rs + pLs 0 pLm
pLm ωrLm rr + pLr ωrLr

−ωrLm pLm −ωrLr rr + pLr



isds
isqs
isdr
isqr

 .
Using the above equation, derive the following dynamic model of IM in the
stationary frame:

d

dt


isds
isqs
isdr
isqr

 =


− rs
σLs

ωr
1−σ
σ

rrLm
σLrLs

ωr
Lm
σLs

−ωr 1−σσ − rs
σLs

−ωr Lm
σLs

rrLm
σLrLs

rsLm
σLsLr

−ωr Lm
σLr

− rr
σLr

−ωr
σ

ωr
Lm
σLr

rsLm
σLsLr

ωr
σ − rr

σLr



isds
isqs
isdr
isqr



+


1
σLs

0

0 1
σLs

− Lm
σLsLr

0

0 − Lm
σLsLr


[
vsds
vsqs

]
.

4.5 Consider the steady-state voltage equations, (4.53) and (4.54):

Vdqs = rsIdqs + jωeΛdqs

0 =
rr
s
Idqr + jωeΛdqr.

a) Assume that the d–axis coincides with the rotor flux. Justify the following:

iedr = 0,

Lmi
e
qs + Lri

e
qr = 0.

b) Show that

λeqs = σLsi
e
qs,

λeds = σLsi
e
ds +

L2
m

Lr
ieds.
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c) Show that the voltage equations become

Vdqs = (rs + jωeσLs)Idqs + jωe
L2
m

Lr
ieds

0 =
rr
s
ieqr + jωeLmi

e
ds.

d) Draw an equivalent circuit based on the equations in c).

4.6 Show that

i) Te =
3

2

P

2
(λedsi

e
qs − λeqsi

e
ds),

ii) Te =
3

2

P

2

Lm
σLsLr

(λedrλ
e
qs − λedsλ

e
qr).
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Chapter 5

Field-Oriented Controls of
Induction Motors

In AC machines, torque is expressed as the outer product of flux and current vec-
tors. Therefore, to maximize torque the two vectors should be orthogonal. In the
DC motor, the orthogonality is guaranteed by the brush and commutator action.
However, in AC machines it can be achieved dynamically in the synchronous frame.

The balanced three-phase current system has two degrees of freedom. The two
degrees of freedom are allocated to two different missions: One is for flux regulation,
and the other for torque control. Such role decomposition is unclear in the fixed
coordinate frame. But in the synchronous reference frame, the roles of dq-axes
currents are naturally decomposed and the dynamics resemble those of the separately
excited DC machine.

If the reference frame is aligned with the rotor flux, then the control is called the
rotor field-oriented scheme. If the frame is aligned with the air-gap field or stator
field, it is called the air-gap field or stator field-oriented scheme, respectively.

5.1 Direct versus Indirect Vector Controls

Based on the flux angle access methods, field-oriented controls are categorized as
a direct or indirect method. Hall sensors or flux sensing coils may be employed to
measure the rotor flux. Once the rotor flux is measured, the rotor flux angle can be
calculated according to

θ = tan−1

(
λsdr
λsqr

)
. (5.1)

However, installing sensors around the air gap is not an easy matter due to space
limitation, armature reaction, noise, etc.

A more reasonable approach is to use current measurements and internally com-
puted voltage values. The rotor flux is obtained indirectly from the stator flux and

109
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stator current in such a way that

λsdr =
Lr
Lm

(λsds − Lsi
e
ds) + Lmi

e
ds =

Lr
Lm

(λsds − σLsi
s
ds),

λsqr =
Lr
Lm

(λsqs − Lsi
e
qs) + Lmi

e
qs =

Lr
Lm

(λsqs − σLsi
s
qs).

Stator currents are easily measured by current sensors, and the stator fluxes are
obtained by integrating vs − rsis, i.e.,

λsds =

∫ t

0
(vsds − rsi

s
ds)dτ, (5.2)

λsqs =

∫ t

0
(vsqs − rsi

s
qs)dτ. (5.3)

However, this approach is not reliable when a DC offset is present. On the other
hand, indirect methods obtain the flux angle by exploiting the slip information
calculated from the IM dynamic model.

5.2 Rotor Field-Orientated Scheme

We express (4.21) and (4.22) as

λeds =

(
Ls −

L2
m

Lr

)
ieds +

Lm
Lr

λedr = Lsσi
e
ds +

Lm
Lr

λedr, (5.4)

λeqs =

(
Ls −

L2
m

Lr

)
ieqs +

Lm
Lr

λeqr = Lsσi
e
qs +

Lm
Lr

λeqr. (5.5)

Utilizing (5.4) and (5.5), we obtain stator voltage equations as derived already in
(4.37):

veds = (rs + pLsσ)i
e
ds +

Lm
Lr

pλedr − ωe

(
Lsσi

e
qs +

Lm
Lr

λeqr

)
, (5.6)

veqs = (rs + pLsσ)i
e
qs +

Lm
Lr

pλeqr + ωe

(
Lsσi

e
ds +

Lm
Lr

λedr

)
. (5.7)

Rotor field-oriented scheme is achieved by aligning the d–axis to the rotor flux.
This makes not only λeqr = 0 but also λ̇eqr = 0, as depicted in Fig. 5.1.

Stator Equation

By letting λeqr = 0, we obtain from (5.6) and (5.7)

veds = (rs + pσLs)i
e
ds − ωeσLsi

e
qs +

Lm
Lr

pλedr, (5.8)

veqs = (rs + pσLs)i
e
qs + ωeσLsi

e
ds + ωe

Lm
Lr

λedr. (5.9)
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Rotor d-axis

Rotor Flux

Rotor q-axis

Figure 5.1: Alignment of d–axis to the rotor flux, λsdqr.

Note that −ωeσLsieqs and ωeσLsieds are coupling terms between d and q axes dynam-

ics, and that ωe
Lm
Lr
λedr is the back EMF term.

Rotor Equation

Applying λeqr = 0 and λ̇eqr = 0 to (4.19) and (4.20), we obtain that

0 = rri
e
dr + pλedr = (rr + Lrp)i

e
dr + pLmi

e
ds, (5.10)

0 = rri
e
qr + (ωe − ωr)λ

e
dr. (5.11)

Therefore, it follows (5.10) that

iedr = −
Lmpi

e
ds

rr + pLr
(5.12)

Utilizing (5.12), we obtain the d–axis rotor flux such that

λedr = Lmi
e
ds + Lri

e
dr

= Lmi
e
ds −

LrLmpi
e
ds

rr + pLr

=
Lm

1 + pτr
ieds , (5.13)

where τr =
Lr
rr

is the rotor time constant. In the steady-state, (5.13) reduces to

λedr = Lmi
e
ds . (5.14)

Since λeqr = 0 in the rotor field-oriented scheme, it follows that

0 = Lmi
e
qs + Lri

e
qr. (5.15)
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Then, the slip equation follows from (5.11) and (5.15):

ωe − ωr = sωe = −rr
ieqr
λdr

=
rr
Lr

Lm
λdr

ieqs . (5.16)

Roles of ids and iqs

Comparing (5.14) with λedr = Lmi
e
ds + Lri

e
dr, it is observed that iedr = 0. Now, the

roles of d and q axes stator currents become clear: Q-axis current, iqs, is proportional
to the slip and thus to torque. d–axis current, ids, is used for producing the rotor
flux, λedr. Fig. 5.2 shows the current vectors and flux vector in the rotor field-oriented
scheme. Note however that a huge q–axis rotor current flows, although λeqr is equal
to zero. This can be interpreted that ieqr flows in opposition to ieqs to counteract a
possible generation of q–axis rotor flux caused by ieqs, i.e., the rotor current flows to
achieve 0 = λeqr = Lri

e
qr + Lmi

e
qs. Note also from Fig. 5.2 that the stator current,

iedqs, leads in phase angle the rotor flux, λedqr in the vector diagram.

Figure 5.2: Current and flux vectors for the rotor field-oriented scheme.

Summarizing the above, the roles of currents are as follows:

1. ieds is used solely for generating the rotor flux ⇐ (5.13).

2. iedr = 0 in the steady-state can be seen by comparing (4.23) with (5.14).

3. ieqs is used for generating torque ⇐ (5.16).

4. ieqr flows in order to nullify a possible q–axis rotor flux generation caused by
ieqs ⇐ (4.24).
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With λeqr = 0, the torque equation (4.62) reduces to

T =
3P

4

Lm
Lr

λedri
e
qs.

This equation is comparable to the torque equation of the DC motor. The similarities
with the DC motor are:

λedr corresponds to the field.
ieds corresponds to the field current.
ieqs corresponds to the armature current.

Fig. 5.3 shows the field distribution that illustrates the rotor flux generation by ieds,
torque production by stator q–axis current, and the field cancelation between ieqs
and ieqr.

q-axis current

d-axis current

Fields caused by 

q-axis currents

cancel out.

Rotor

Flux

Figure 5.3: Torque production with the rotor field-oriented control: The rotor d–
axis field acts on the stator q–axis current.

Vector Diagram in the Steady-State

In the steady-state, pλdr = 0 and pieds = pieqs = 0. With the complex variables, (5.8)
and (5.9) are rewritten as

vedqs = rsi
e
dqs + jωeσLsi

e
dqs + jωe

Lm
Lr

λedr. (5.17)

Based on (5.17), vector diagram for the rotor field-oriented control can be drawn as
Fig. 5.4. Note that the voltage vector leads the current vector by ϕ.

www.EngineeringEBooksPdf.com



114 AC Motor Control and Electric Vehicle Applications

Figure 5.4: Voltage vector diagram for the rotor field-oriented control.

Block Diagram for the Rotor Field-Oriented Scheme

Substituting Laplace operator s for p, we obtain from (5.8) and (5.9) that

ieds =
1
σLs

s+ rs
σLs

veds +
1

s+ rs
σLs

ωei
e
qs, (5.18)

ieqs =
1
σLs

s+ rs
σLs

(
veqs − ωe

Lm
Lr

λedr

)
− 1

s+ rs
σLs

ωei
e
ds. (5.19)

A block diagram based on the reduced model (5.18) and (5.19) is depicted in Fig. 5.5.
The IM model contains just coupling terms and the back EMF.

+

+

X

X

+

+

+

-

-

X

Back EMF

Coupling

Figure 5.5: IM model under the rotor field-oriented scheme.
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5.2.1 Field-Oriented Control Implementation

The IM dynamic model mimics the DC motor dynamic model in the rotor flux refer-
ence frame in which the roles of the dq-axes current are separated. Specifically, the
d–axis current, functioning as the field current, should be regulated to keep a desired
rotor field level. The q–axis current, functioning as the armature current, needs to
be controlled for torque production in accordance with a high level controller.

Current Controller in the Synchronous Frame

For dq current regulation, it is necessary to measure the dq axis currents, and bet-
ter to use PI controllers. However, to obtain dq axis currents in the synchronous
(rotor field-oriented) frame, we should know the rotor flux angle, θe. Furthermore,
the PI controllers output dq voltage commands, ded and veq . But, they have to be
transformed into abc-frame to be used for gating the inverter switches. To summa-
rize, the field-oriented current controller should be implemented in the synchronous
frame and the rotor flux angle should be known for coordinate transformations.

Angle Estimation

The electrical angular velocity is obtained by adding slip speed to the motor shaft
speed, i.e., ωe = ωr+ωsl. Encoders or resolvers are the most common speed sensors.
The angular position θe of the rotor flux is obtained by integrating ωe:

θe =

∫ t

0
ωedt =

∫ t

0
(ωsl + ωr)dt =

∫ t

0
(
Lmi

e
qs

τrλedr
+ ωr) dt. (5.20)

Note that λedr is estimated by (5.13).

Decoupling Current Controller

The most common regulation method is to use PI controller with the decoupling
compensation:

veds = Kp(i
e∗
ds − ieds) +Ki

∫ t

0
(ie∗ds − ieds)dt− ωeσLsi

e
qs , (5.21)

veqs = Kp(i
e∗
qs − ieqs) +Ki

∫ t

0
(ie∗qs − ieqs)dt+ ωeσLsi

e
ds + ωe

Lm
Lr

λedr , (5.22)

where Kp and Ki are proportional and integral gains, respectively. Note that the
back EMF, ωe

Lm
Lr
λedr is also compensated in the q–axis current controller, (5.22).

The d–axis current is proportional to the flux, so that d–axis current command,
ie∗d , is linked directly to the flux level. The q–axis current command normally comes
from high level control loops, e.g. torque or speed controller.
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Speed

sensing

Inverter

PWM

IMIM

Current

sensing

abc

dq

Flux

regulator

Q-axis curr.

controller

Decoupling

abc

dq

Slip

calculator
+

Figure 5.6: Field-oriented control block diagram involving coordinate changes.

Control Block Diagram

Block diagram for a typical field-oriented control is shown in Fig. 5.6. The field-
oriented control can be illustrated with following individual steps:

1) Measure phase currents.
2) Estimate the rotor flux angle, θe according to (5.20).
3) Transform (ias, ibs) into (ieds, i

e
qs) using the coordinate transformation

map, T(θe).
4) Construct dq current controllers. Apply decoupling feedback.
5) Transform the voltage vector, (veds, v

e
qs), into (vas, vbs, vcs).

6) Convert (vas, vbs, vcs) into on-duties of the PWM.

The above individual steps are described as sub-blocks in Fig. 5.6. Phase currents
are measured by utilizing Hall sensor or shunt resistor. Since the phase current
sum is equal to zero, it is normal to measure only two-phase currents, for example,
(ias, ibs). Step 5) and 6) are practically merged into a single step (e.g. space
vector modulation). It should be emphasized that the forward (abc → dq) and
reverse (dq → abc) transformations are indispensable in the field-oriented control,
and that a microcontroller performance needs to be high enough to finish all required
computation within the current loop bandwidth.

A detailed control block diagram for the rotor field-oriented scheme is shown
in Fig. 5.7. The current control part is based on (5.21) and (5.22), and the slip is
calculated according to (5.16).

In the rated speed range, the flux level is maintained constant, but it is reduced as
the speed increases (field-weakening). The field reference command, λe ∗ds is depicted
as a flattened mountain shape.
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s +

abc

dq

Space

Vector

PWM

PI +

PI +
-

+
N

+

+

+

-

-

D

+
+

IM

Figure 5.7: Control block based on the rotor field-oriented control scheme.

5.3 Stator Field-Oriented Scheme

The stator field-oriented scheme is the control method of aligning the d–axis of
the frame with the stator flux. Thus, the q–axis stator flux is zero, i.e., λeqs = 0.
Therefore, it follows from (4.21), (4.22), (5.4), and (5.5) that

λedr =
Lr
Lm

(λeds − σLsi
e
ds), (5.23)

λeqr = − Lr
Lm

σLsi
e
qs, (5.24)

iedr =
1

Lm
λeds −

Ls
Lm

ieds, (5.25)

ieqr = − Ls
Lm

ieqs . (5.26)

The stator flux and slip equations can be derived by substituting (5.23)−(5.26) into
(4.19) and (4.20): From the rotor d–axis equation,

0 = rri
e
dr + pλedr − ωslλ

e
qr

=
rr
Lm

(λeds − Lsi
e
ds) + p

Lr
Lm

(λeds − σLsi
e
ds) +

Lr
Lm

ωslσLsi
e
qs

=
1

τr
(λeds − Lsi

e
ds) + p(λeds − σLsi

e
ds) + ωslσLsi

e
qs

= (
1

τr
+ p)λeds − Ls(

1

τr
+ pσ)ieds + ωslσLsi

e
qs

we obtain

λeds =
(σp+ 1

τr
)Ls

p+ 1
τr

ieds −
σLsi

e
qs

p+ 1
τr

ωsl . (5.27)
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From the rotor q–axis equation,

0 = rri
e
qr + pλeqr + ωslλ

e
dr

= −rrLs
Lm

ieqs − p
Lr
Lm

σLsi
e
qs +

Lr
Lm

ωsl(λ
e
ds − σLsi

e
ds)

= −Lsieqs − pτrσLsi
e
qs + τrωsl(λ

e
ds − σLsi

e
ds)

we obtain [1]

ωsl =
( 1
τr

+ pσ)Lsi
e
qs

λeds − σLsieds
=

(p+ 1
στr

)ieqs
λeds
σLs

− ieds

. (5.28)

Note that flux and slip equations are not decoupled in the stator field-oriented
scheme. Specifically, ωsl is involved for flux calculation, (5.27), and λeds, in turn,
for slip calculation, (5.28). Further comparing (5.28) with (5.16), the stator field-
oriented scheme is less advantageous than the rotor field-oriented scheme, since the
former requires current differentiation. Hence, the rotor field-oriented scheme is
commonly used in practical applications. The torque equation corresponding to the
stator reference frame is Te =

3
2
P
2 λ

e
dsi

e
qs.

5.4 IM Field-Weakening Control

As the speed increases, the back EMF grows. At a rated condition, the source
(inverter) voltage reaches its limit. To operate the machine above the rated speed,
both torque and field have to be reduced.

5.4.1 Current and Voltage Limits

The current rating is determined mostly by the thermal capacity of the motor. Let
the peak value of the maximum phase current be denoted by Imax. Then,

ie2ds + ie2qs ≤ I2max. (5.29)

Thus, the current limitation is described by a circle in the (ieds, i
e
qs) plane.

Let Vmax be the peak value of the maximum phase voltage, Note that Vmax =
VDC/

√
3 in the space vector modulation, where VDC is the DC link voltage. The

voltage limit is
ve2ds + ve2qs ≤ V 2

max. (5.30)

Suppose that the machine is controlled according to the rotor field-oriented scheme,
and assume that the machine is in the steady-state. The steady-state model (5.17)
can be rewritten as

vds = rsi
e
ds − ωeσLsi

e
qs , (5.31)

vqs = rsi
e
qs + ωeLsi

e
ds . (5.32)

www.EngineeringEBooksPdf.com



Field-Oriented Controls of Induction Motors 119

By substituting (5.31) and (5.32) into (5.30) we obtain an ellipse:(
rsi

e
qs

ωe
+ Lsi

e
ds

)2

+

(
rsi

e
ds

ωe
− σLsi

e
qs

)2

≤ V 2
max

ω2
e

. (5.33)

A further simplification is made by neglecting the stator resistance. The major effect
of stator resistance appears to be a clockwise rotation of the ellipse. However, as
the voltage drop over the stator resistance is relatively small in the field-weakening
region, it is neglected. Then, we have

ie 2
ds(

Vmax
ωeLs

)2 +
ie 2
qs(

Vmax
ωeσLs

)2 ≤ 1 . (5.34)

Note that Vmax
ωeLs

≪ Vmax
ωeσLs

, since σ ≈ 0.1. That is, the major axis lies on the ieqs-axis,
whereas the minor axis lies on the ieds-axis. Hence, (5.34) has an upright shape,
as shown in Fig. 5.8. The center of the ellipse is the origin, which implies that as
the frequency increases, the voltage constraint will shrink towards the origin. The
machine can operate only in the intersection between the current limit circle and
the voltage limit ellipse, i.e, in the overlapping area between the current circle and
the voltage ellipse.

With the rotor field-oriented scheme, the torque equation is expressed as

Te =
3

2

P

2

L2
m

Lr
iedsi

e
qs. (5.35)

Hence, constant torque curves appear as parabolic curves. Fig. 5.8 shows the current
and voltage limits with several constant torque curves.

5.4.2 Field-Weakening Control Methods

To exploit the maximum power capability of the machine, the maximum voltage and
current should be utilized. Thus for the maximum power operation, the operating
points need to be determined on the intersection points of the voltage and current
limits. Note again that the current limit circle is invariant to the speed, whereas
the voltage limit ellipse shrinks as the speed increases. Therefore, the operating
points migrate along the circle to the left (Point A − Point D of Fig. 5.8). Along
this migration, the torque reduces, thereby it is represented by a parabola curve in
interval (A,D) of Fig. 5.9. If the speed is increased further, the voltage ellipses are
separated from the circle. In that speed range, only the voltage limit is activated
and the current reduces with speed. The typical profiles of voltage, current, torque,
and flux in the field-weakening region are shown in Fig. 5.9.

Constant Torque Limit Region

The constant torque region indicates the speed range from zero to a rated speed.
In this region, the maximum torque is limited by the maximum stator current.
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Current limit
A

B
D C

F

E

Voltage

limits increase

Figure 5.8: Current and speed limits with constant torque curves.

Voltage, 

Current, 

Torque, 

Flux

A B C D FE

Constant 

Torque Limit

Constant 

Power Limit
Constant 

Power x Speed Limit

Figure 5.9: IM characteristics in constant torque and field-weakening region.

However, the power increases with the back EMF. At the rated speed, the motor
terminal voltage reaches the limit.
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Constant Power Limit Region

As the frequency continues to increase, the voltage ellipse shrinks while the max-
imum current level, Imax, is maintained. Hence, the current vector moves along
the (current) circle from A to D. At this time, the torque reduces inversely to the
increase of speed, achieving constant power. Along the contour, the d–axis current
reduces, incurring reduction in the d–axis rotor flux. Since the voltage and the cur-
rent remain constant, power is also constant (assuming unity power factor). Thus,
this region is often called the constant power limit region. In this region, the torque
is inversely proportional to 1/ω.

Constant Power×Speed Limit Region

As the frequency increases further above point D, the voltage ellipse shrinks inside
the current limit circle, so that the current limit is no longer activated. In this region,
current also reduces. Therefore, torque reduction is accelerated. Representing torque
as Te = kiedi

e
q,

ie 2
ds +

(
σTe
kieds

)2

=

(
Vmax

ωeLs

)2

.

Since

ie 2
ds +

(
σTe
kieds

)2

≥ 2σTe
k

,

it follows that (
Vmax

ωeLs

)2

≥ 2

k
σTe. (5.36)

In the above derivation, inequality, A2 +B2 ≥ 2AB was utilized. Therefore, torque
reduces in proportion to 1/ω2

e in this region.

5.5 Speed-Sensorless Control of IMs

To get the speed measurement, speed sensors such as encoder or resolver should be
utilized. However, installing the speed sensor is sometimes difficult due to environ-
ments or cost reduction. For example, in some cranes where the distance between
the motor and the inverter is several tens of meters, the use of encoder is not easy
since the encoder signal attenuates and deteriorates by the environmental noise. In
some home appliances, cost pressure inhibits the use of encoders. In the following,
several sensorless methods are illustrated.
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5.5.1 Open-Loop Stator Flux Model

It follows from the stator voltage equation (4.11) that the stator flux is obtained by
integrating vsdqs − rsi

s
dqs, i.e.,

λ̂
s

dqs =

∫ (
vsdqs − rsi

s
dqs

)
dt, (5.37)

where λ̂
s

dqs is the stator flux in the stationary frame.
However, the integrator is easily saturated by a small DC offset, so that a first

order filter τ0
τ0s+1 = 1

s+1/τ0
is used:

τ0
dλ̂

s

dqs

dt
+ λ̂

s

dqs = τ0(v
s
dqs − rsi

s
dqs). (5.38)

It is obvious the filter behaves like an integrator for frequencies higher than the
corner frequency, 1

/
τ0. It is obvious that the model becomes inaccurate when the

frequency reduces to values around the corner frequency. The gain then reduces
and, more importantly, the 90◦ phase shift of the integrator is lost. This causes an
increasing error of the estimated field angle as the stator frequency reduces, which
finally makes the system unstable [2]. The estimated stator flux is used for obtaining
the rotor flux:

λ̂
s

dqr =
Lr
Lm

(
λ̂
s

dqs − σLsi
s
dqs

)
. (5.39)

Finally, the rotor flux angle estimate θ̂r is obtained such that

θ̂r = tan−1

(
λ̂sqr

λ̂sdr

)
. (5.40)

The whole rotor flux estimation scheme is depicted graphically in Fig. 4.3. The

current controller can be implemented based on the frame of ejθ̂r .
Another drawback of this scheme is that it is sensitive to the change of stator

resistance. Stator coil resistance increases with the temperature, and the variation
range is 1:2. Therefore, the estimation error due to rs is prominent in the lower
frequency area (1 ∼ 3Hz) where rs|isdqs| is relatively large compared with |vdqs|.

5.5.2 Closed-Loop Rotor Flux Model

Two rotor flux estimates are obtained from the stator and rotor models, and an error
is taken from the two flux estimates. The error is utilized for adjusting the rotor
speed estimates. Since the dynamic models are used, this method is often called
MRAS method [2].

In the rotor frame, the rotor voltage equation is given by

vrdqr = rri
r
dqr +

dλrdqr
dt

.
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To transform to the stationary frame, we multiply ejθr . Then, it follows that

ejθrvrdqr = rre
jθr irdqr + ejθr

d

dt

(
ejθre−jθrλrdqr

)
vsdqr = rri

s
dqr + jωrλ

s
dqr +

dλsdqr
dt

=
rr
Lr

(λsdqr − Lmi
s
dqs) + jωrλ

s
dqr +

dλsdqr
dt

.

Therefore, the rotor flux in the stationary frame satisfies

τr
dλ̂

s

dqr

dt
+ λ̂

s

dqr = −jωrτrλ̂
s

dqr + Lmî
s

dqs. (5.41)

Note that in the stationary frame the mechanical speed ωr appears instead of ωsl

We denote by λ̂
R

dqr, the estimate of the rotor flux obtained by utilizing (5.41),

and by λ̂
S

dqr, the estimate of the rotor flux obtained by utilizing (5.38). Note that

λ̂
S

dqr = λ̂
R

dqr if both estimations are correct. If they do not match, the rotor flux
estimate based on (5.41) is thought to be incorrect. The angle difference between

λ̂
S

dqr and λ̂
R

dqr may be captured by

eλ = λ̂
R

dqr × λ̂
S

dqr

∣∣∣
z
= |λ̂Rdqr| |λ̂

S

dqr| sin δ,

where δ is the angle between the two flux estimates. Error, eλ is used for correcting
the rotor speed estimate, ω̂r. A method of updating speed estimate, ω̂r, is to use
the PI type controller, i.e.,

ω̂r =

(
kp + ki

1

s

)
eλ. (5.42)

The speed estimate is used in the rotor flux model, (5.41), making a closed-loop.
The closed-loop rotor flux model is depicted in Fig. 5.10: Two models yields

two rotor flux estimates, and their angle difference is taken by utilizing the outer
product. Passing the angle error through a PI regulator, a rotor speed estimate is
obtained. The speed estimate is used in the rotor model, completing a closed-loop.
Similarly to the above open-loop scheme, this closed-loop scheme has a fundamental
limitation in the low-speed region, since it also utilizes the same integrator type
estimator, (5.38).

5.5.3 Full-Order Observer

Hereforth, a rotor speed estimation method is illustrated that utilizes a full-order
observer [3]. Define a stator vector by

x =

[
iedqs
λedqr

]
∈ IR4 .
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+

-

+

X

Stator model

Rotor model

Cross

product
PI

Figure 5.10: MRAS for rotor speed estimation.

Recall from (4.41) that the IM dynamics are

d

dt
x = A(ωr)x+Bvedqs, (5.43)

iedqs = Cx (5.44)

where

A(ωr) =

[
−
(

rs
σLs

+ (1−σ)
στr

)
I+ ωeJ

Lm
σLrLs

(
1
τr
I+ ωrJ

)
Lm
τr

I − 1
τr
I+ (ωe − ωr)J

]
,

B =

[ 1
σLs

I

0

]
, and C = [I 0] .

Note that the IM model, (5.43) and (5.44), is written in the general synchronous
reference frame. However, if the reference frame is oriented to the rotor flux and
ωr is available, the electrical angular speed may be calculated according to (5.16)
as ωe = ωr +

rr
Lr

Lm
λdr
ieqs. Therefore, ωr is regarded as the only unknown parameter in

the system matrix, A, and we denote it by A(ωr) to show the ωr-dependence.

An adaptive observer should be constructed to derive an estimate, ω̂r of ωr. A
full-order observer for (5.43) and (5.44) can be constructed such that

d

dt
x̂ = A(ω̂r)x̂+Bvedqs +G(iedqs −Cx̂), (5.45)

where G ∈ R4×2 is an observer gain matrix. Let the observer error be defined by
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∆x ≡ x− x̂. Then, the error equation turns out to be

d

dt
∆x̂ = (A(ωr)−GC)∆x+ (A(ωr)−A(ω̂r))x̂,

= (A(ωr)−GC)∆x+∆ωr

[
Lm

σLrLs
Jλ̂

e

dqr

−Jλ̂
e

dqr

]
, (5.46)

where ∆ωr = ωr − ω̂r.
If ωr is a constant and (A,C) is an observable pair, then there is a gain matrix

G ∈ IR4×2 matrix such that all the eigenvalues of (A−GC) have negative real parts.
Then, the convergence of the autonomous part of (5.46) is established. But in the
time-varying case, the convergence argument is more complicated. Suppose that a
symmetric matrix Q(t) ∈ IR4×4 satisfies xTQ(t)x ≥ α0x

Tx for all x ∈ IR4, t ≥ 0,
and some α0 > 0. Then, Q(t) is called positive definite.

Lemma 1. An equilibrium, 0 of ∆ẋ = (A(t)−GC)∆x, is uniformly asymptotically
stable, if and only if there exists a positive definite matrix, P(t) ∈ IR4×4 satisfying

Ṗ(t) = −(A(t)−GC)TP(t)−P(t)(A(t)−GC)−Q(t)

for each bounded positive definite matrix, Q(t) ∈ IR4×4.

Speed Update Law Based on Full-Order Observer

Suppose that ωr is in a small neighborhood of ωr0 and | ddtωr| is bounded for all t ≥ 0.
Choose a Lyapunov function candidate such that

V = ∆xTP(t)∆x+
1

2γ
∆ω2

r .

Then,

V̇ = −∆xTQ∆x+ 2∆ωr∆xTP(t)

[
Lm

σLrLs
J

−J

]
λ̂
e

dqr −
1

γ
∆ωr ˙̂ωr (5.47)

To make the right-hand side less than or equal to zero, it should follow that

2∆xTP(t)

[
Lm

σLrLs
J

−J

]
λ̂
e

dqr −
1

γ
˙̂ωr = 0.

That is,

˙̂ωr = 2γ∆xTP(t)

[
Lm

σLrLs
J

−J

]
λ̂
e

dqr. (5.48)

Further, assume that there is no error in the rotor flux estimate, i.e., λ̂
e

dqr = λedqr.
Then, the third and fourth components of ∆x are equal to zero. If P(t) is an identity
matrix, (5.48) is simplified as [3]

˙̂ωr = γ′(iedsλ
e
qr − ieqsλ

e
dr) , (5.49)
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where γ′ > 0 is a constant.

Remark. The speed update law, (5.48), yields

V̇ = −∆xTQ∆x ≤ 0.

Note that V̇ is not negative definite in the augmented space [∆xT ,∆ωr]
T ∈ IR5.

Therefore, (5.48) does not guarantee asymptotic convergence. For asymptotic con-
vergence, we may need LaSalle’s theorem [4].

5.6 PI Controller in the Synchronous Frame

To implement the field-oriented control, coordinates should be changed two times:
First, measured current values are transformed from the abc to the synchronous dq-
frame. Then the command voltage vector is computed by the PI controllers, (5.21)
and (5.22). Second, the voltage vector should be transformed back into the abc-frame
to provide the inverter gating signals. Fig. 5.11 shows the current controller involving
coordinate transformations. The question here is what the controller looks like if it
is seen from the stationary frame. In this section, the PI controller established in
the synchronous frame is interpreted from the view of stationary frame [5],[6].

-+

Synchronous reference frame

abc

dq

abc

dq

abc

dq

abc

dq

Figure 5.11: Current controller implemented in the synchronous reference.

Consider the transformation of stationary current error esd, e
s
q into the error eed,

eeq in the synchronous frame:[
eed
eeq

]
=

[
cos(ωt) sin(ωt)
− sin(ωt) cos(ωt)

] [
esd
esq

]
=

[
cos(ωt)esd + sin(ωt)esq
− sin(ωt)esd + cos(ωt)esq

]
.

The signal passes through a controller whose impulse response is h(t). Then the
controller outputs appear as the convolution, h∗. Further, they are transformed
back into the stationary frame:[

vsd
vsq

]
=

[
cos(ωt) − sin(ωt)
sin(ωt) cos(ωt)

] [
h ∗ (cos(ωt)esd) + h ∗ (sin(ωt)esq)
−h ∗ (sin(ωt)esd) + h ∗ (cos(ωt)esq)

]
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=


cos(ωt)[h ∗ (cos(ωt)esd)] + cos(ωt)[h ∗ (sin(ωt)esq)]
+ sin(ωt)[h ∗ (sin(ωt)esd)]− sin(ωt)[h ∗ (cos(ωt)esq)]

sin(ωt)[h ∗ (cos(ωt)esd)] + sin(ωt)[h ∗ (sin(ωt)esq)]
− cos(ωt)[h ∗ (sin(ωt)esd)] + cos(ωt)[h ∗ (cos(ωt)esq)]

 . (5.50)

For convenience of notation, we let

f1(t) = h ∗ (cos(ωt)esd),
f2(t) = h ∗ (sin(ωt)esd).

Utilizing the fact that cos(ωt) = (ejωt + e−jωt)/2 and sin(ωt) = (ejωt − e−jωt)/2j,
and the frequency shifting property of Laplace transformation, we obtain

F1(s) = L{h ∗ (cos(ωt)esd)}} = H(s) · 1
2
[Esd(s+ jω) + Es

d(s− jω)]

F2(s) = L{h ∗ (sin(ωt)esd)}} = H(s) · 1

2j
[Esd(s+ jω)− Esd(s− jω)],

where H(s) = L(h), Esd(s) = L(esd), and Esq(s) = L(esq). Therefore,

L{cos(ωt)[h ∗ (cos(ωt)esd)]} =
1

2
[F1(s+ jω) + F1(s− jω)]

=
1

4
[H(s+ jω)Esd(s+ j2ω) +H(s+ jω)Esd(s)

+ H(s− jω)Esd(s) +H(s− jω)Esd(s− j2ω)]

L{sin(ωt)[h ∗ (sin(ωt)esd)]} =
1

2j
[F2(s+ jω)− F2(s− jω)]

= −1

4
[H(s+ jω)Esd(s+ j2ω)−H(s+ jω)Esd(s)

− H(s− jω)Esd(s) +H(s− jω)Esd(s− j2ω)] .

Then the d–axis part of the first component of (5.50) is equal to

L{cos(ωt)[h ∗ (cos(ωt)esd)]}+ L{sin(ωt)[h ∗ (sin(ωt)esd)]}

=
1

2
[H(s+ jω) +H(s− jω)]Es

d(s).

Similarly, it follows for eq that

L{cos(ωt)[h ∗ (sin(ωt)esd)]} − L{sin(ωt)[h ∗ (cos(ωt)esd)]}

= − 1

2j
[H(s+ jω)−H(s− jω)]Es

q(s).

For the I controller, H(s) = Ki
s , therefore, it follows that

V s
d (s) = L{vsd}
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=
Ki

2
[H(s+ jω) +H(s− jω)]Esd(s)−

Ki

2j
[H(s+ jω)−H(s− jω)]Es

q(s)

=
Ki

2

[
1

s+ jω
+

1

s− jω

]
Esd(s)−

Ki

2j

[
1

s+ jω
− 1

s− jω

]
Esq(s)

=
Kis

s2 + ω2
Es
d(s) +

Kiω

s2 + ω2
Esq(s) .

The I controller in the synchronous frame appears as a resonant controller with
the rotating frequency of ω. That is, the I controller in the synchronous frame has
infinite gain at DC, whereas the corresponding controller in the stationary frame has
infinite gain at the rotating frequency, ω. For the PI controller H(s) = Kp +Ki

/
s,

it follows thatV s
d (s)

V s
q (s)

 =


Kp +

Kis

s2 + ω2

Kiω

s2 + ω2

− Kiω

s2 + ω2
Kp +

Kis

s2 + ω2


Esd(s)
Esq(s)

 . (5.51)

The resonant controller discriminates the error signal depending on the frequency: It
applies infinite gain to the spectral component of ω. That is, the integral controller
is highly sensitive to the ones that would appear as constants in the synchronous
frame. Fig. 5.12 shows an equivalence. The pioneering work for this transformation
is shown in [6].

Figure 5.12: Transformation of a PI regulator in the synchronous frame into the
stationary frame. Block (a) is equivalent to block (b).

Exercise 5.1
Show that

V s
q (s) = − Kiω

s2 + ω2
Esd(s).
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Problems

5.1 Consider an IM with the parameters

Rated power 10 hp (7.46 kW)
Rated stator voltage 220V
Rated frequency 60 Hz
Rated speed 1160rpm
Number of poles P = 6
Stator resistance, rs 0.33 Ω
Stator leakage inductance, Lls 1.38 mH
Rotor resistance rr 0.16 Ω
Rotor leakage inductance, Llr 0.717 mH
Magnetizing inductance, Lm 38 mH
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a) Determine the rated current if PF is 0.86 and efficiency is 0.84 at
the rated condition.

b) Assume that the motor is in the steady-state with the above con-
ditions. Suppose that the d–axis current is regulated to be Ieds = 10A.
Calculate Iqs at the rated condition.

c) Calculate Iqr and λdr, and draw a current vector diagram.

d) Using the dq currents obtained in b), calculate the slip, s at ωe =
377rad/sec when the motor is controlled with the rotor field-oriented
scheme.

e) Calculate the rated torque.

5.2 An IM is controlled with the rotor field-oriented scheme. Rotor resistance
varies along with the rotor temperature, thereby rotor time constant changes.
Let τrn be the nominal rotor time constant used for the field-oriented control,
and let τr be the real rotor time constant. Assume that rotor flux, λedr, is

the same for both cases, and denote by i
e
ds, i

e
qs the stator currents in the ejθe

frame, where θe is the angle calculated based on τrn.

a) Using the slip equation, determine angle error, ∆θe ≡ θe − θe.

b) Show that
∆iedqs ≡ i

e
dqs − iedqs ≈ j∆θiedqs.

c) If τr < τrn, the real slip is larger than the estimated value based on τrn.
Correspondingly, larger torque will be produced. Similarly if τr > τrn,
smaller torque will be produced. Discuss the stabilizing action of the
field-oriented control using the result obtained in b).

5.3 Show that

λer =
Lr
Lm

(λeds − σLsı
e
ds).

5.4 Consider equations, (5.27) and (5.28) for the stator field-oriented scheme.

a) Setting p = 0 and eliminating ieds, obtain a quadratic equation in
ωsl.
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b) Obtain a relation so that the discriminant is not negative.

c) Using Te = (3P/4)λedsi
e
qs, calculate the upper bound of |Te|/|λs|2.

5.5 Consider the IM in Problem 5.1. Assume that Imax = 23.3A(rms). Calculate
the maximum torque at ωe = 377rad/sec by utilizing (5.29), (5.34), and (5.35).

5.6 Derive (5.47) and (5.49).
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Chapter 6

Permanent Magnet AC Motors

Permanent magnets (PMs) eliminate the use of field exciting coils and slip rings for
current conduction. Due to the absence of field winding inside the rotor, PM motors
have low inertia. The field strength is so high the motor volume can be reduced.
Further, since there is no copper loss of the secondary winding, the PM motors
have higher efficiency than induction motors. Also, permanent magnet synchronous
motors (PMSMs) are advantageous in incorporating the reluctance torque in the
field-weakening range, so that they can be designed to have a wide constant power
speed range (CPSR). As a result, PMSMs have higher power densities than any
other types of motors.

As the greenhouse effect becomes a serious concern, the efficiency of home appli-
ances becomes more important than ever. Due to recent reduction in PM material
cost and growing concern for greenhouse gases, PMSMs are widely used in home
appliances such as refrigerators, air conditioners, vacuum cleaners, washers, etc.
Also, hydraulic actuators in vehicles and airplanes are being replaced by PMSMs
for higher fuel efficiency. Furthermore, PMSMs are popularly used as propulsion
motors for hybrid electric vehicles and ships.

6.1 PMSM and BLDC Motor

Three-phase AC motors are simply described as a three-phase circuit consisting of
inductors and EMF’s as shown in Fig. 6.2. In the equivalent circuit, the motor
terminal voltages (source voltages) are denoted by va, vb, and vc, and the back
EMFs by ea, eb, and ec.

PM motors can be broadly classified into two categories according to the patterns
of back EMFs. One category is characterized by sinusoidal back EMF, and the
other category by trapezoidal or square back EMF. The former is called PMAC
motor or PMSM, and the latter brushless DC motor (BLDC motor). The back
EMF patterns are shaped depending on the magnet and cavity arrangements and
the coil winding structures. In the following section, it will be shown how constant

133

www.EngineeringEBooksPdf.com



134 AC Motor Control and Electric Vehicle Applications

AC Motor

Asynchronous

Doubly  Fed 

Induction Motor

Switched

Reluctance

Surface
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Motor
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Figure 6.1: Taxonomy of AC motors.

torque is developed with AC sources.

3 phase

AC motor

Figure 6.2: Simplified equivalent circuit of three-phase motors.

6.1.1 PMSM Torque Generation

The patterns of back EMF and current waveform can be easily understood in the
light of the torque to current relationship. However, both PMSM and BLDC mo-
tors have the same design goal, which is to establish a linear relationship between
torque and the phase current magnitude, independently of rotor angle. Fig. 6.3
shows how a constant power is made from a PMSM. The PMSM phase windings
have balanced three-phase sinusoidal patterns: [ea, eb, ec] = [E cos(ωet), E cos(ωet−
2π
3 ), E cos(ωet − 4π

3 )]. Assume that an external three-phase power source pro-
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vides balanced three-phase sinusoidal currents: [ia, ib, ic] = [I cos(ωet), I cos(ωet−
2π
3 ), I cos(ωet− 4π

3 )]. Then, the total electrical power is equal to

Ptot = eaia + ebib + ecic

= EI[cos2(ωet) + cos2(ωet−
2π

3
) + cos2(ωet−

4π

3
)]

=
EI

2
[1 + cos 2(ωet) + 1 + cos 2(ωet−

2π

3
) + 1 + cos 2(ωet−

4π

3
)]

=
3EI

2
.

Figure 6.3: Constant power generated from three-phase sinusoidal currents and
sinusoidal back EMFs.

The motor converts the electrical power, Ptot = eaia + ebib + ecic into the me-
chanical power. Thus, the shaft torque is given by dividing the power by mechanical
speed:

Te =
Ptot
ωr

=
3EI

2ωr
. (6.1)

Further, since the back EMF is proportional to the rotor speed, we may let E = kbωr
for some constant, kb > 0. Therefore, it follows from (6.1) that

Te =
3kb
2
I . (6.2)

Note that the torque is proportional to only the current, like in a DC motor.

Exercise 6.1
Consider a PMSM which has the following back EMFs: [ea, eb, ec] = [E cos(ωet),
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E cos(ωet − 2π
3 ), E cos(ωet − 4π

3 )]. Assume that an external power source supplies
balanced three-phase sinusoidal currents: [ia, ib, ic] = [I cos(ωet − ϕ), I cos(ωet −
2π
3 − ϕ), I cos(ωet− 4π

3 − ϕ)]. Determine the total electrical power and torque when
the rotor speed is ωr.

Solution
Electrical power is

Ptot = eaia + ebib + ecic =
3EI

2
cosϕ.

Thus torque is equal to Te =
3EI
2ωr

cosϕ = 3kb
2 I cosϕ.

N

S

N

S

N

N

S
A+

A-

C-

C+B+

B- S

Figure 6.4: Four pole BLDC motors with 120◦ coil span and PMs covering 180◦

pole arc in electrical angle.

6.1.2 BLDC Motor Torque Generation

Fig. 6.4 shows a schematic diagram of a typical BLDC motor with 120◦ coil span and
PMs covering 180◦ pole arc in electrical angle. Therefore, the back EMF exhibits a
trapezoidal waveform with 120◦ flat top (bottom) regions. Suppose that an external
power source provides a constant phase current when the corresponding back EMF
maintains constant peak values over 120◦ periods. Further, assume that the phase
current is zero elsewhere, i.e., the current is regulated to be zero during the back EMF
transition. Each phase produces a square shaped periodic power which conducts for
120◦ per a half period. Since each phase is shifted by 120◦, the sum of phase powers
turns out to be constant. At each instant, one phase power is equal to zero, while
the other two are EI. Hence, the torque will be proportional to the current:

Te =
Ptot
ωr

=
2EI

ωr
= 2kbI.

Fig. 6.5 shows how a constant power is made from a BLDC motor.
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Figure 6.5: Three-phase trapezoidal back EMFs and square wave currents making
a constant power.

Hall Sensors and Inverter for BLDC Motors

Fig. 6.6 shows the location of three Hall sensors in a 4-pole, 6-slot BLDC motor, and
the Hall sensor signals along with phase currents. BLDC motors employ three Hall
sensors, and they are displaced by 60◦ (120◦ in electrical angle). The Hall sensors
are discrete type and each Hall sensor detects the radial field of PMs. As the rotor
rotates 180◦, three Hall sensors provide six sets of signals: (Hall A, Hall B, Hall
C)=(1,1,0), (1,0,0), (1,0,1), (0,0,1), (0,1,1), and (0,1,0). Fig. 6.6 shows instances
when the sensor signal transition occurs. Note for example that Hall sensor “A”
detects the edge of the north pole of a PM at an instant when the phase “A” winding
starts to experience constant rotor flux linkage. That is, the signal transition occurs
when the back EMF starts to change from the peak values.

Exercise 6.2
Discuss why ea is low and ec is high in the interval of (Hall A, Hall B, Hall C)=(110).

Each set of Hall signals indicates one of six sector positions, based on which
the gating signals are generated. An inverter circuit and PWM signals for a BLDC
motor are shown in Fig. 6.7. The voltage level is determined by the on-duty interval
of the PWM.

Torque Ripple of BLDC Motors

Normally torque ripple of BLDC motors is about 4 ∼ 5% in a low-speed region, while
it is less than 1% in PMSMs. However, the torque ripple problem of BLDC motor
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Figure 6.6: Three Hall sensor signals of a 4-pole, 6-slot BLDC motor.
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Figure 6.7: Inverter and PWM gating signals for the BLDC motor.

becomes serious as the speed increases. It is because the current cannot change
sharply as shown in Fig. 6.5.

The presence of inductance limits the rate of current rise. It takes time to
reach a set value I, since the current increases with a certain slope. Based on the
motor model shown in Fig. 6.2, the rate of current change (for example, a-phase) is
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determined by ∣∣∣∣diadt
∣∣∣∣ = |Vdc2 − keωr|

L
(6.3)

where ke is the back EMF constant and Vdc is the inverter DC link voltage. In the
low-speed region, Vdc/2 ≫ keωr so that |diadt | is high during current change. But in

the high-speed region, Vdc/2 ≈ keωr so that |diadt | is low.
Fig. 6.8 shows schematic drawings illustrating how torque ripple is generated:

The speed of column (b) is about two times higher than that of column (a). The
current slope decreases as the speed (back EMF) increases. Therefore, the power
profile of each phase looks more trapezoidal in the high-speed region, and their sum,
Ptot = eaia+ebib+ecic, is no more constant. It has dents which deepen as the speed
increases. Fig. 6.8 (a-3) and (b-3) show the torque profiles obtained by Te = Ptot/ωr.
Note that the torque ripples (dents) are larger at a higher speed and that the ripples
constitute 6th-order harmonics. Distortion in the back EMF shape or Hall sensor
position error also creates torque ripple.

6.1.3 Comparision between PMSM and BLDC Motor

PMSMs are better in speed and position accuracies than BLDC motors. Also,
PMSMs do not create torque ripple like BLDC motors. But the merits of BLDC
motors lie in simplicity and costwise competitiveness. BLDC motors are normally
used for low cost, low power (less than 5kW) applications such as blowers, material
handling equipments, home appliances, etc.. Comparisions between BLDC motors
and PMSMs are listed in Table 6.1.

Table 6.1: Comparisions Between BLDC motors and PMSMs

BLDCM PMSM

Back EMF Trapezoidal Sinusoidal
Phase current Square Sinusoidal
Torque ripple high low

Position sensor Hall sensors (inexpensive) resolver (expensive)
Stator winding concentrated (less copper) distributed (more copper)
PM usage large relatively small
Eddy loss in PMs large relatively small
Control complexity simple complicated
Speed range narrow wide
Inverter price low high

www.EngineeringEBooksPdf.com



140 AC Motor Control and Electric Vehicle Applications

0

10

20

30

40

50

60

70

80

90

100

110

t (sec)

(b-3)

(b-2)

(a-3)

(a-2)

(%)

a-phase

b-phase

c-phase

t (sec)

t (sec)

t (sec)

t (sec)

(b-1)(a-1)

current

back EMF

0

10

20

30

40

50

60

70

80

90

100

110

Power Power

Torque (%)Torque

t (sec)

current

back EMF

Figure 6.8: Torque ripples of a BLDC motor due to reduced di
dt at (a) low and (b)

high speeds: (a-1), (b-1) back EMFs and phase currents; (a-2), (b-2) power of each
phase; (a-3), (b-3) shaft torque.

6.1.4 Types of PMSMs

Fig. 6.9 shows cross-sectional views of four pole surface mounted PMSMs and interior
PMSMs. The difference is the location of PMs, which are marked by dark areas. If
PMs are mounted on the surface of the rotor (Fig. 6.9(a), (b)), it is called surface
mounted PMSM, in short SPMSM. If PMs are buried in the cavities of the rotor core
(Fig. 6.9(c), (d)), they are called interior PMSM, in short IPMSM. In Fig. 6.9 (b),
PMs are inserted on the groove of the rotor surface, which is called an inset magnet
motor. The inset magnet motor, though the magnets are on the surface, has different
reluctances like IPMSMs. Specifically, the q–axis inductance is larger than the d–
axis inductance. With the flux-concentrating arrangement (Fig. 6.9(d)), the air gap
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(a) (b)

(c) (d)

Figure 6.9: Typical PMSM structures: (a) surface magnet, (b) inset magnet, (c)
interior magnet, (d) interior magnet (flux-concentration).

field density can be increased higher than that at the surface of PMs. For example,
it is possible to achieve 0.8T air gap field density with 0.4T ferrite magnets if a flux-
concentration arrangement is utilized. It is important to note that none ferrormagnet
material (e.g. stainless steel) needs to be used at the shaft area to penalize flux flow
through the center part.

A common problem in SPMSM lies in the methods of fixing PMs on the ro-
tor surface. Glues are widely used, but they have aging effects under the stress
of heat cycles and large centrifugal force. If stainless band is used for fixing and
protecting PMs, then loss will take place on the surface of the stainless steel due to
the eddy current caused by slot harmonics and the inverter PWM carrier. Further,
the protecting devices like glass fiber or stainless steel require a larger air gap. In
IPMSMs, no fixation device is required since PMs are inserted in the cavities. Fur-
ther, PMs are protected from stator MMF harmonics and slot harmonics, allowing
for use of cost-effective rectangular shaped magnets. Differences between SPMSM
and IPMSM are listed in Table 6.2.
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Table 6.2: Comparisions between SPMSM and IPMSM

SPMSM IPMSM

PM location surface cavities
PM fixation glue or band insertion
Field harmonics on PM large small
PM usage large relatively small

Saliency ratio 1 > 1
Reluctance torque usage no yes
Power density low high
Speed range (Field-weakening) small large

6.2 PMSM Dynamic Modeling

Note that the relative recoil permeabilities are ferrite: 1.05 ∼ 1.15, Nd-Fe-B : 1.04 ∼
1.11, and Sm-Co : 1.02 ∼ 1.07 [2]. That is, the permeabilities are close to one
although they can retain high residual field density. From the magnetic reluctance
view point, they can be treated the same as a vacuum. Since the permeability
of widely used PMs are close to unity, PMs look like air in the view of magnetic
reluctance. Therefore, the reluctance profile changes whether the PMs are set on
the rotor surface or in the cavities of the rotor. The reluctance variation is reflected
in the Ld and Lq difference.

SPMSM Inductance

Consider a SPMSM shown in Fig. 6.10. The two diagrams represent the same motor,
but with two different flux paths corresponding to the d and q phase windings. The
PMs are denoted by dark arcs. The lines shown in Fig. 6.10 (a) denote d–axis flux
corresponding to the d–axis current. Note that the d–axis windings are positioned
along the q–axis.

Applying Ampere’s law to the d–axis current and integrating along the desig-
nated loop in Fig. 6.10 (a), it follows that

B

µPM
2hm +

B

µ0
2g +

B

µFe
ℓcore = Nid, (6.4)

where µPM is the permeability of the PM and ℓcore is the total length of flux paths
in the steel core. However, µFe = 4000µ0 in the case of electrical steel. Therefore,
B
µFe

ℓcore is relatively small, thereby often neglected. Since µPM ≈ µ0, we obtain

B =
µ0N

2(g + hm)
id (6.5)

Further, let A be the air gap area through which the flux crosses. In this case,
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A ≈ 1
2πDrlst, where Dr and lst are the diameter and stacked length of the rotor,

respectively.
Note that NΦ = NB ×A = Ldid, where N is the number of turns of the d–axis

winding. Then, the d–axis inductance is

Ld =
µ0N

2A

2(g + hm)
(6.6)

The loops shown in Fig. 6.10 (b) describe the q–axis flux. Note that the flux

does not pass through PMs. Applying Ampere’s law, we obtain Lq =
µ0N2A
2(g+hm) which

is the same as Ld, i.e., Ld = Lq.
The presence of PMs does not affect the reluctance of the flux loops. In other

words, the effective air gap is uniform along the rotor circumference in SPMSMs.
Therefore, Ld = Lq.

(a) (b)

d axisq axis d axisq axis

Figure 6.10: Flux paths of SPMSM: (a) d–axis flux path, (b) q–axis flux path:
(Ld = Lq).

IPMSM Inductance

The reluctances are different depending on the flux paths in IPMSMs. According to
Fig. 6.11 (a) and (b), PMs are encountered following the d–axis flux, whereas no PM
is found along the q–axis flux. Hence, the d–axis reluctance is greater than that of
the q–axis, i.e., the d–axis inductance is smaller than that of the q–axis. Specifically,
we obtain

Ld =
µ0N

2A

2(g + hm),
(6.7)

Lq =
µ0N

2A

2g
. (6.8)

Thus, Ld < Lq for this type of IPMSM. This inductance asymmetry generates the
reluctance torque, and the reluctance torque contributes to increasing the shaft
torque with negative d–axis current. One can make an IPMSM with Ld > Lq, but
it is rarely used.
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(a) (b)

d axisq axis d axisq axis

Figure 6.11: Flux paths of IPMSM: (a) d–axis flux path, (b) q–axis flux path:
(Ld < Lq).

6.2.1 SPMSM Voltage Equations

The dynamics in the abc-frame is used sometimes for computer simulation. The
SPMSM voltage equation is described in abc-frame firstly, and then description in
the dq-frame follows. In the synchronous motor, θe =

P
2 θr and ωe =

P
2 ωr. Firstly,

the theory will be developed for two-pole motors (P = 2). Thus, θ and ω are used
without subscripts, or θe and ωe are used for general case (high pole machines).

SPMSM Dynamics in the abc Frame

The first thing in deriving the dynamic model is to obtain the flux linkage of the
stator winding. Two elements contribute to forming the flux linkage: the stator
current and rotor flux. Note, however, that the contribution of rotor flux to a phase
winding varies as the rotor rotates, i.e., the flux linkage is a function of θ. Fig. 6.12
shows how the rotor flux links to a-phase winding: Since the rotor flux linking is
maximum at θ = 0, (b) and zero at θ = π/2, (c). Therefore, the fundamental
components are described by cosine functions. The stator flux linkage of SPMSM is
described asλaλb

λc

 =

Lms + Lls −1
2Lms −1

2Lms
−1

2Lms Lms + Lls −1
2Lms

−1
2Lms −1

2Lms Lms + Lls


︸ ︷︷ ︸

= Labcs

iaib
ic

+ ψm

 cos θ
cos(θ − 2π/3)
cos(θ + 2π/3)

 . (6.9)

Recall that SPMSMs are considered to have a uniform air gap from the view of the
magnetic circuit of the stator windings, since the permeability of PMs is close to one.
As a result, we have Labcs which is constant independently of the rotor position.
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Flux linkage

(a) (b) (c)

a

a’

a
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a
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θ

θ

0

Figure 6.12: Change of rotor flux linkage to a-phase winding as the rotor rotates.

The voltage equation is given by

vabc = rsiabc +
d

dt
λabc

= rsiabc + Labcs
d

dt
iabc − ωψm

 sin θ
sin(θ − 2π/3)
sin(θ + 2π/3)

 . (6.10)

In the form of ordinary differential equation,

d

dt
iabc = −rsL−1

abcsiabc + ωψmL
−1
abcs

 sin θ
sin(θ − 2π/3)
sin(θ + 2π/3)

+ L−1
abcsvabc , (6.11)

where

L−1
abcs =

2

Lms((2 + γ)3 − 3(2 + γ)− 2)

(2 + γ)2 − 1 3 + γ 3 + γ
3 + γ (2 + γ)2 − 1 3 + γ
3 + γ 3 + γ (2 + γ)2 − 1

 .
and γ = 2Llk

/
Lms. A schematic description is shown in Fig. 6.13.
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Figure 6.13: A MATLABr simulation model for a SPMSM in the (a, b, c) frame.

SPMSM Dynamics in the Stationary d− q Frame

Using the transformation map f sdq =
2
3

[
fa(t) + ej

2π
3 fb(t) + e−j

2π
3 fc(t)

]
, Labcsiabc of

(6.9) yields Lsi
s
dq, as was shown in (4.5). Here, the second part of (6.9) is transformed

as follows:

2

3
ψm

[
cos θ + ej

2π
3 cos(θ − 2π

3
) + e−j

2π
3 cos(θ +

2π

3
)

]
=

2

3

1

2
ψm

[
ejθ + e−jθ + (ej(θ−

2
3
π) + e−j(θ−

2
3
π))ej

2π
3

+(ej(θ+
2
3
π) + e−j(θ+

2
3
π))e−j

2π
3

]
=

2

3

1

2
ψm

[
ejθ + e−jθ + ejθ + ej(θ−

4
3
π) + ejθ + ej(θ+

4
3
π)
]

=
2

3

1

2
ψm3e

jθ = ψme
jθ.

That is, the rotor flux vector appears as a complex vector with magnitude ψm and
angle θ. As the angle increases, the flux vector rotates with the center at the origin.
Hence, the flux linkage in the stationary dq-frame is given by

λsdq = Lsi
s
dq + ψme

jθ, (6.12)

or

[
λsd
λsq

]
= Ls

[
isd
isq

]
+ ψm

[
cos θ
sin θ

]
, (6.13)

where Ls =
3
2Lms + Lls.

Then the SPMSM dynamics in the stationary dq-frame are given as follows:

vsdq = rsi
s
dq + Ls

d

dt
isdq + jωψme

jθ, (6.14)

Or, we have in the matrix form

d

dt

[
isd
isq

]
= − rs

Ls

[
isd
isq

]
− ψmω

Ls

[
− sin θ
cos θ

]
+

1

Ls

[
vsd
vsq

]
. (6.15)
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SPMSM Dynamics in the Synchronous Reference Frame

We consider transforming λsdq into the one in a synchronous frame via multiplica-

tion by e−jθ, i.e., λedq = e−jθλsdq. That is, the dynamics will be described in the
coordinates which are aligned with the physical rotor and rotates at the rotor speed,
ω. It follows from (6.12) that

λedq = Lsi
e
dq + ψm (6.16)

or

[
λed
λeq

]
= Ls

[
ied
ieq

]
+ ψm

[
1
0

]
.

Now, we embark on the voltage equation in the synchronous frame. The procedure
of transforming the voltage equation from the stationary into the synchronous frame
is given as follows:

e−jθvsdq = rse
−jθisdq + e−jθpejθe−jθλsdq

vedq = rsi
e
dq + e−jθp(ejθλedq)

= rsi
e
dq + e−jθjωejθλedq + e−jθejθpλedq

= rsi
e
dq + jωλedq + pλedq

= rsi
e
dq + Ls

d

dt
iedq + jωLsi

e
dq + jωψm. (6.17)

Then, we obtain from (6.17) voltage equation for SPMSM

ved = rsi
e
d + Ls

d

dt
ied − ωLsi

e
q (6.18)

veq = rsi
e
q + Ls

d

dt
ieq + ωLsi

e
d + ωψm. (6.19)

Note again that ωψm is the back EMF which depends only on speed, and ωLsi
e
d

and −ωLsieq are the coupling terms which are induced while transforming into the
rotating frame. In the normal differential equation form, (6.18) and (6.19) are
written equivalently as [1]

d

dt

[
ied
ieq

]
=

[−rs
Ls

ω

−ω − rs
Ls

] [
ied
ieq

]
− ψmω

Ls

[
0
1

]
+

1

Ls

[
ved
veq

]
. (6.20)

6.2.2 IPMSM Dynamic Model

In IPMSM, the inductance changes depending on the rotor position. The flux linkage
change is described by a sinusoidal function of the rotor angle, θ.

Flux Linkage of IPMSM

Consider flux linkage of a–phase winding for different rotor positions shown in
Fig. 6.14. Fig. 6.14 (a) shows different rotor positions for given flux loops of the
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a–phase winding. Note that the effective air gap changes, as the rotor rotates. The
effective air gap reaches its peak, when the flux lines cross the cavities at the right
angle. However, it reduces to the minimum value, when the lines do not cross the
cavities. A plot of the gap function, g(θ), is shown in Fig. 6.14 (a). It is a periodic
function with a DC offset.

PM height

+

+

+

+

Air gap height

pole pitch

(a)

(b)

Figure 6.14: Effective air gap and its inverse as a function of θ: (a) g(θ), (b) 1/g(θ).

Note on the other hand that the inductance is an inverse function of the air gap.
Note from Fig. 6.14 (b) that 1

g(θ) can be approximated as

1

g(θ)
= γ0 − γ2 cos 2θ, (6.21)

where γ0 and γ2 are positive constants. This kind of approximation is also found in
[1]. It is worthwhile to note the meaning of 2θ. Since the reluctance does not have
polarity, it shows two periodic changes per one rotor revolution.

Utilizing (6.21), the a–phase winding inductance is equal to

La(θ) = µ0
N2A

2g(θ)
= Lms − Lδ cos 2θ, (6.22)
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where

Lms ≡ µ0
N2A

2
γ0, (6.23)

Lδ ≡ µ0
N2A

2
γ2. (6.24)

Note that Lms is the static component corresponding to the average gap length, and
Lδ describes the reluctance component.

Extending the result to different phase windings, the stator inductance is de-
scribed as

Labcs = Labcs − Lrlc(θ), (6.25)

where

Lrlc(θ) = Lδ

 cos 2θ cos(2θ − 2π/3) cos(2θ + 2π/3)
cos(2θ − 2π/3) cos(2θ + 2π/3) cos 2θ
cos(2θ + 2π/3) cos 2θ cos(2θ − 2π/3)

 . (6.26)

Note that Labcs is the inductance corresponding to the uniform air gap which ap-
peared in (6.9), and that Lrlc(θ) is something that varies along with the angle. It
should be noted that (6.26) describes only the fundamental component of inductance
change. The total flux linkage is

λasλbs
λcs

 = [Labcs − Lrlc(θ)]

iasibs
ics

+ ψm

 cos θ
cos(θ − 2π/3)
cos(θ + 2π/3)

 . (6.27)

Transformation of Reluctance Matrix

Lrlc may be called reluctance matrix, since it results in reluctance torque in the later

part. Let ∆λ = [∆λa, ∆λb, ∆λc]
T ≡ Lrlc(θ)iabc. Using f sdq = 2

3

[
fa(t) + ej

2π
3 fb(t)

+e−j
2π
3 fc(t)

]
, we consider mapping ∆λ into a vector in the complex plane. The
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desired vector follows from direct calculation [3]:

2

3

[
∆λa(t) + ej

2π
3 ∆λb(t) + e−j

2π
3 ∆λc(t)

]
=

2

3

1

2
Lδ

[
(ej2θ + e−j2θ)ia + (ej(2θ−

2
3
π) + e−j(2θ−

2
3
π))ib + (ej(2θ+

2
3
π)

+e−j(2θ+
2
3
π))ic + ej

2
3
π(ej(2θ−

2
3
π) + e−j(2θ−

2
3
π))ia + ej

2
3
π(ej(2θ+

2
3
π)

+e−j(2θ+
2
3
π))ib + ej

2
3
π(ej2θ + e−j2θ)ic + e−j

2
3
π(ej(2θ+

2
3
π) + e−j(2θ+

2
3
π))ia

+e−j
2
3
π(ej2θ + e−j2θ)ib + e−j

2
3
π(ej(2θ−

2
3
π) + e−j(2θ+

2
3
π))ic

]
=

1

2
Lδ

2

3

[
3ej2θia + 3ej(2θ−

2
3
π)ib + 3ej(2θ+

2
3
π)ic

]
=

3

2
Lδe

j2θ 2

3

[
ia + e−j

2
3
πib + ej

2
3
πic

]
=

3

2
Lδe

j2θ(isdq)
∗ . (6.28)

where (isdq)
∗ is the complex conjugate of isdq. Note that the computation result is

remarkably simple.
It follows from (6.27) and (6.28) that the stator flux of IPMSM is described in

the stationary dq coordinate such that

λsdq = Lsi
s
dq −

3

2
Lδe

j2θ(isdq)
∗ + ψme

jθ (6.29)

or [
λsd
λsq

]
=

[
Ls − 3

2Lδ cos 2θ −3
2Lδ sin 2θ

−3
2Lδ sin 2θ Ls +

3
2Lδ cos 2θ

] [
isd
isq

]
+ ψm

[
cos θ
sin θ

]
. (6.30)

By comparing (6.30) with (6.13), it is clear that 3
2Lδ cos 2θ and 3

2Lδ sin 2θ are origi-
nated from the rotor saliency.

IPMSM Dynamics in the Stationary Frame

Using (6.29), the stationary IPMSM dynamic model is obtained as

vsdq = rsi
s
dq +

d

dt
λsdq

= rsi
s
dq +

d

dt
(Lsi

s
dq −

3

2
Lδe

j2θeis∗dq) + jψme
jθ. (6.31)

Rewriting (9.68) in the matrix form, it follows that[
vsd
vsq

]
= rs

[
isd
isq

]
+

[
Ls − 3

2Lδ cos 2θ −3
2Lδ sin 2θ

−3
2Lδ sin 2θ Ls +

3
2Lδ cos 2θ

]
d

dt

[
isd
isq

]
−3ωLδ

[
− sin 2θ cos 2θ
cos 2θ sin 2θ

] [
isd
isq

]
+ ωψm

[
− sin θ
cos θ

]
. (6.32)

This stationary model is useful for developing a signal injection-based sensorless
algorithm.
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IPMSM Dynamics in the Synchronous Reference Frame

Further transforming flux (6.29) into the synchronous reference frame, we obtain

λedq = Lse
−jθisdq −

3

2
Lδe

jθ(isdq)
∗ + ψm

= Lsi
e
dq −

3

2
Lδ(i

e
dq)

∗ + ψm, (6.33)

or [
λed
λeq

]
=

[
Ls − 3

2Lδ 0
0 Ls +

3
2Lδ

] [
ied
ieq

]
+ ψm

[
1
0

]
. (6.34)

By comparing (6.34) with the expression, (6.30), in the stationary frame, it is appar-
ent that 2θ disappears in the synchronous frame, leaving the inductance asymmetry
between d and q inductances.

Note that

jωλedq = jωLsi
e
dq − jω

3

2
Lδ(i

e
dq)

∗ + jωψm (6.35)

pλedq = Lspi
e
dq −

3

2
Lδ(pi

e
dq)

∗. (6.36)

Substituting (6.35) and (6.36) into the voltage equation (6.17), we obtain

ved = rsi
e
d + ω

(
Ls +

3

2
Lδ

)
ieq +

(
Ls −

3

2
Lδ

)
d

dt
ied

veq = rsi
e
q + ω

(
Ls −

3

2
Lδ

)
ied +

(
Ls +

3

2
Lδ

)
d

dt
ieq + ωψm.

Letting

Ld = Ls −
3

2
Lδ

Lq = Ls +
3

2
Lδ ,

we obtain the final voltage equation

ved = rsi
e
d + Ld

died
dt

− ωLqi
e
q (6.37)

veq = rsi
e
q + Lq

dieq
dt

+ ωLdi
e
d + ωψm . (6.38)

Note again that coupling terms, −ωLqieq and ωLdied, are originated from rotating the
coordinate and they make an interference between d and q dynamics. In the normal
differential equation form, (6.37) and (6.38) are written equivalently as

d

dt

[
ied
ieq

]
=

[
− rs
Ld

ω
Lq

Ld

−ωLd
Lq

− rs
Lq

] [
ied
ieq

]
− ωψm

Lq

[
0
1

]
+

[
1
Ld
ved

1
Lq
veq

]
. (6.39)

Just the existence of Lδ makes a difference between Ld and Lq. Note that if Ld = Lq,
then (6.39) turns out to be the same as (6.20).
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Matrix Formalism

The same voltage equation is derived through matrix formalism. Recall that the
transformation into the reference frame is achieved by multiplying by eJθ. For
example, vedq = eJθvsdq. Recall from (4.29) that eJθ ddt

(
e−Jθ

)
= −ωJ. With the use

of (6.34), it follows that

eJθvsdq = rse
Jθisdq + eJθ

d

dt

(
e−JθeJθλsdq

)
,

vedq = rsi
e
dq + eJθ

d

dt

(
e−Jθλedq

)
,

= rsi
e
dq + eJθ

d

dt

(
e−Jθ

)
λedq +

d

dt
λedq,

= rsi
e
dq − ωJλedq +

[
Ld

died
dt

Lq
dieq
dt

]
,

= rsi
e
dq − ω

[
Lqi

e
q

−Ldied − ψm

]
+

[
Ld

died
dt

Lq
dieq
dt

]
. (6.40)

Note that the result is the same as (6.39).

6.2.3 Multi-Pole PMSM Dynamics and Vector Diagram

Equations (6.37) and (6.38) describe the dynamics of a single-pole pair. Specifically,
ved and veq are the voltages of a single-pole pair winding, and ψm is the flux linkage
of a single rotor pole pair. Most commonly, the P -pole system is constructed by
connecting P/2-pole pair subsystems in series. The parallel windings are rarely
used due to the circulating current. Fig. 6.15 shows an example of 6-pole PMSM, in
which just a-phase windings are depicted. Note that the electrical speed is equal to
ωe =

P
2 ω in the P -pole motor, since each pole pair winding experiences P

2 periodic
changes of flux linkage at each rotation.

To derive the P -pole IPSMS dynamics from the single-pole pair dynamics, we
should multiply (6.37) and (6.38) by P/2, and replace ω by ωe:

P

2
ved =

P

2
rsi

e
d +

P

2
Ld
died
dt

− ωe
P

2
Lqi

e
q (6.41)

P

2
veq =

P

2
rsi

e
q +

P

2
Lq
dieq
dt

+ ωe
P

2
Ldi

e
d + ωe

P

2
ψm. (6.42)

The things that change with the series connection are voltage and impedances. Let
ṽed = (P/2)ved, ṽ

e
q = (P/2)veq , r̃s = (P/2)rs, L̃d = (P/2)Ld, L̃q = (P/2)Lq, and

ψ̃m = (P/2)ψm. Then, we have

ṽed = r̃si
e
d + L̃d

died
dt

− ωeL̃qi
e
q (6.43)

ṽeq = r̃si
e
q + L̃q

dieq
dt

+ ωeL̃di
e
d + ωeψ̃m. (6.44)
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Figure 6.15: Structure of 6-pole motor showing a series connection of three equal
sub-dynamics.

However, for simplicity, we will abuse the notations in the following: ved, v
e
q , rs, Ld,

Lq, and ψm will be used even in high pole machines, instead of ṽed, ṽ
e
q , r̃s, L̃d, L̃q,

and ψ̃m. Then, the P -pole IPMSM dynamics are given as

ved = rsi
e
d + Ld

died
dt

− ωeLqi
e
q (6.45)

veq = rsi
e
q + Lq

dieq
dt

+ ωeLdi
e
d + ωeψm. (6.46)

That is, the P -pole dynamics are not different from the two-pole dynamics, as far
as ωe and the parameters measured from the terminals are used. PMSM equations
are summarized in Table 6.3.

Equivalent Circuit

The rotor flux linkage is equivalently expressed as a product of d–axis inductance,
Ld and a virtual current, if , i.e.,

ψm = Ldif . (6.47)

With if , a PMSM equivalent circuit is depicted as shown in Fig. 6.16.
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Figure 6.16: Equivalent circuit of PMSM: (a) d–axis and (b) q–axis.

Table 6.3: PMSM dynamic equations.

SPMSM in the stationary frame

d
dt

[
isd
isq

]
= − rs

Ls

[
isd
isq

]
− ψmωe

Ls

[
− sin θe
cos θe

]
+ 1

Ls

[
vsd
vsq

]
.

IPMSM in the stationary frame[
vsd
vsq

]
= rs

[
isd
isq

]
+

[
Ls − 3

2Lδ cos 2θe −3
2Lδ sin 2θe

−3
2Lδ sin 2θe Ls +

3
2Lδ cos 2θe

]
d
dt

[
isd
isq

]
−3ωeLδ

[
− sin 2θe cos 2θe
cos 2θe sin 2θe

] [
isd
isq

]
+ ωeψm

[
− sin θe
cos θe

]
SPMSM in the synchronous frame

d
dt

[
ied
ieq

]
=

[ −rs
Ls

ωe
−ωe − rs

Ls

] [
ied
ieq

]
− ψmωe

Ls

[
0
1

]
+ 1

Ls

[
ved
veq

]
IPMSM in the synchronous frame

d
dt

[
ied
ieq

]
=

[
− rs
Ld

ωe
Lq

Ld

−ωe Ld
Lq

− rs
Lq

] [
ied
ieq

]
− ωeψm

Lq

[
0
1

]
+

[
1
Ld
ved

1
Lq
veq

]

6.3 PMSM Torque Equations

Torque is obtained by the cross product of stator flux linkage λedq and stator current
iedq. With the right-hand rule, torque is obtained in the axial direction. With the
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use of orthogonal unity vectors
−→
i ,

−→
j , and

−→
k , we have

Te =
3

2

P

2

(
λedq × iedq

)
k

=
3

2

P

2

λedsλeqs
0

×

iedieq
0


k

=
3

2

P

2

∣∣∣∣∣∣
−→
i

−→
j

−→
k

λeds λeqs 0

ied ieq 0

∣∣∣∣∣∣
k

=
3

2

P

2
(λedsi

e
q − λeqsi

e
d)

=
3

2

P

2

[
(Ldi

e
d + ψm)i

e
q − Lqi

e
qi
e
d

]
=

3P

4

[
ψmi

e
q − (Lq − Ld)i

e
di
e
q

]
. (6.48)

Note that ψmi
e
q is the electro-magnetic torque based on the Lorentz force, whereas

−(Lq − Ld)i
e
di
e
q is the reluctance torque caused by the Ld − Lq asymmetry.

With the lossless model, ved = −ωeLqieq and veq = ωeLdi
e
d+ωeψm, the total electric

power is

Pe =
3

2
(veqi

e
q + vedi

e
d)

=
3

2
ωe(ψmi

e
q + (Ld − Lq)i

e
di
e
q)

=
3P

4
ωr(ψmi

e
q + (Ld − Lq)i

e
di
e
q). (6.49)

Torque is derived from the power such that Te = ∂Pe
∂ωr

. Then the identical result,
(6.48) follows.

Note further that the torque equation is independent of the coordinate frame.

Te =
3P

4
Im(iedq · λe ∗

dq ) =
3P

4
Im(iedqe

jθe · e−jθeλe ∗
dq ) =

3P

4
Im(isdq · λs ∗

dq ).

In the stationary frame, the torque equation has the same form:

Te =
3P

4
(λsdsi

s
q − λsqsi

s
d), (6.50)

where

λsd = Lsi
s
d −

3

2
Lδ(−isd cos 2θe + isq sin 2θe) + ψm cos θe,

λsq = Lsi
s
q −

3

2
Lδ(i

s
d sin 2θe − isq cos 2θe) + ψm sin θe.
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Elctro-mag. Torque

Load Torque

PMSM

+

Figure 6.17: Block diagram representing the PMSM dynamics.

6.4 PMSM Block Diagram and Control

Suppose that J is the rotor inertia, and B is the friction coefficient, and TL is a load
torque. Then, the mechanical equation is given by

J
dωr
dt

+Bωr = Te − TL . (6.51)

Based on (6.39) and (6.53), the IPMSM dynamics can be depicted as shown in
Fig. 6.17.

The typical control block diagram is shown in Fig. 6.18. To implement the
current controller in the synchronous reference frame, the sensed current should be
changed through the transformation map, abc/dq. For such transformation, the
flux angle, θe is required, and the angle is obtained from the position sensor, e.g.
absolute encoder or resolver. In case of resolver, resolver-to-digital converter (RDC)
is required to convert the resolver signal into position and velocity values.

In general, current controller involves decoupling and back EMF compensation,
as well as PI controllers:

ved = (PI)(ie∗d − ied)− ωLqi
e
q , (6.52)

veq = (PI)(ie∗q − ieq) + ωLdi
e
d + ωψm . (6.53)

The PWM duties are determined normally by the space vector PWM method from
the input voltages ved and veq in the reference frame.

For current sensing, Hall sensors are most widely utilized. There are two types
of Hall sensors: one is voltage type, and the other is current type. The current type
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abc

dq
Space

Vector

PWM

PI +

PI +
-

+

+

+

+

-

-

+
- -

Resolver

Inverter

Gate drive

PMSM

Processor board

RDC

Figure 6.18: Control block diagram of PMSM using the coordinate transformation
map.

Hall sensor contains a current controller inside to obtain zero flux measurement.
Therefore, the linearity is superior to the voltage type Hall sensors. Or, in some
home appliances where precise control is not necessary like blowers or compressors,
or the system cost is critical, (speed) sensorless control is often utilized.

6.4.1 MATLAB
r
Simulation

Simulation parameters are listed in Table 6.4, and PI gains for current and speed
controllers are KP = 1.07 and KI = 350 for current controller and KP = 20 and
KI = 40 for speed controller. Fig. 6.19 shows a speed step response and the corre-
sponding a-phase current under no load condition. Fig. 6.20 shows a speed response
and the corresponding dq currents when a step load torque (212Nm) is applied at
t = 10 sec. Fig. 6.21 shows speed and phase currents when the speed changes from
500rpm and to −500rpm.
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Table 6.4: PMSM parameters for MATLABr simulation.

Motor power 80kW Ld 0.538mH
Rated speed 3600rpm Lq 0.824mH
Rated torque 212Nm rs 6.5mΩ
Rated current 296Arms Flux (ψm) 0.162Wb
Rated voltage 176 Vrms Inertia, J 0.1kgm2

Number of poles 6 Damping coeff., B 0

Figure 6.19: Speed response under no load condition.
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Figure 6.20: Speed and current responses to a step load torque applied at t = 10sec.

Figure 6.21: Phase currents when the speed changes from 500rpm to −500rpm.
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Problems

6.1 Consider a two-pole machine shown in Fig. 6.22 that has air gap height, g,
average air gap-diameter, D, and stack length, L. Suppose that the stored
energy in the air gap is

Wfld =
µ0πDL

4g

(
MMF2

s +MMF2
r + 2MMFsMMFr cos θ

)
.

Determine the torque, Te.

Figure 6.22: Two-pole machine (Problem 6.1)

6.2 Consider a 6-pole IPMSM section shown in Fig. 6.23. It is assumed that
the rotor without a PM rotates when 40A current flows through the a-phase
windings, i.e., ia = 40A and ib = ic = 0. The corresponding flux λsas of a-phase
winding is plotted in the right side.
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a) Assuming that the leakage inductance is equal to zero, determine Ls
and Lδ.

b) Determine Ld and Lq.

0.0000 0.0005 0.0010 0.0015 0.0020 0.0025

0.00
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b
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shaft rotation

(a) (b)

Figure 6.23: Flux linkage of a–phase winding of a 6-pole IPMSM (Problem 6.2).

6.3 Fig. 6.24 shows the back EMFs of phase windings at open terminal at 6000rpm.
The number of poles is 4, and Ld = 1.2mH and Lq=2.3mH. Suppose that the
motor is running at 6000rpm when ied = −6.6A and ieq = 37.5A.

a) Estimate the back EMF constant, ψm.
b) Construct a voltage vector diagram for the lossless model.
c) Calculate torque.
d) Calculate power factor.

t

Figure 6.24: Back EMF (Problem 6.3).
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6.4 Determine whether Lq > Ld or Ld > Lq for the PMSMs shown in Fig. 6.9.

6.5 Consider an IPMSM with the following parameters: 3
2Lms + Lls = 0.8mH,

Lδ = 0.1mH, rs = 0.036mΩ, ψm = 0.2229V·s. Two computation methods are
shown in Fig. 6.25: one is in the synchronous frame, the other in the stationary
frame. Current controller is constructed in the synchronous frame with PI
gains, Kp = 30 and Ki = 40, and current commands, (ie∗d , i

e∗
q ) = (−2, 10).

The same voltage (ved, v
e
q) is fed to the stationary frame model via coordinate

transformation: [
vsd
vsq

]
=

[
cos θ − sin θ
sin θ cos θ

] [
ved
veq

]
.

Let ω = 15rad/sec. Show that mapping of (ied, i
e
q) into the stationary frame

yields the same vector as (isd, i
s
q), i.e., show that the two calculation results

following ⃝1 and ⃝2 are the same. Utilize M -file of MATLABr. As for the
numerical method, use the following Rounge−Kutta 4th method with step size
h = 0.00001sec:

function xx = rook(t,xy,h,w)
xytemp=xy;
kk1= ex45fc(t,xytemp,h,w);
kk2= ex45fc(t+h/2,xytemp+kk1*0.5*h,h,w);
kk3= ex45fc(t+h/2,xytemp+kk2*0.5*h,h,w);
kk4= ex45fc(t+h,xytemp+kk3*h,h,w);
xx = xytemp+h*(kk1+2*kk2+2*kk3+kk4)/6;

IPMSM Dynamics

Synchronous Frame

(6.20)

IPMSM Dynamics

Stationary Frame

(6.15)

+

-
++

11

22

Figure 6.25: Two computation methods verifying identity of the dynamics in the
synchronous and stationary frames (Problem 6.5).
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Chapter 7

PMSM High-Speed Operation

The motors are designed such that its terminal voltage reaches the maximum source
voltage when it operates at the base speed with the rated torque. Since the back
EMF grows with the speed, the speed range can be extended only by reducing the
air-gap field with negative d–axis current. The field-weakening is a technique of
finding a high-speed solution within the boundary of speed limit.

The PMSM speed range is divided into two with a base speed as the pivot: The
low-speed range from zero to the base speed is called the constant torque region,
while the high-speed range above it is called the field-weakening region (or the
constant power speed region). In the constant torque region, the performance is
limited only by the allowable maximum current, since the back EMF is not high
enough to hit the voltage limit.

7.1 Machine Sizing

Figure 7.1: A single-pole section of a PM synchronous motor.

In this section, the relationship between the motor volume and torque is consid-

165
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ered. Consider a single-pole section of a PM motor shown in Fig. 7.1, where τp is
the pole arc length and lst is the stack length. Assume that air gap field density by
the rotor PM is sinusoidal and that the rotor is rotating at the speed of ωr. Then

the air gap field density is modeled as a traveling wave, Bm sin
(
π
τp
x− P

2 ωrt
)
. Let

Nc be the number of coil turns per phase and kw be the winding factor. Then the
flux linkage of a phase winding is equal to

λpole = Nckwlst

∫ τp

0
Bm sin

(
π

τp
x− P

2
ωrt

)
dx (7.1)

= Nckwlstτp
2

π
Bm cos

P

2
ωrt . (7.2)

From the Lenz law, the induced phase voltage is

ef = − d

dt
λpole = NckwΦf

P

2
ωr sin

P

2
ωrt, (7.3)

where Φf = lstτp
2
πBm. Note that 2

π denotes the average level of sinx. Therefore,
the rms value of the induced voltage is equal to

Ef =
1√
2
2πfe ·NckwΦf =

√
2πfeNckwΦf , (7.4)

where fe ≡ P
2
ωr
2π is the electrical frequency.

The electric loading is defined as the ampere-turn per circumferential length of
the stator bore:

Am =
2mNc

√
2Ia

Pτp
=

2mNc

√
2Ia

πDr
, (7.5)

where Dr is the diameter of the air gap, m is the number of phases, and Ia is the
rms phase current. Note that 2mNc is the total number of conductors in the whole
slot. The electric loading is the description of a current sheet along the airgap, and
it is limited by the ability of heat dissipation from the conductor bundles.

The apparent electromagnetic power crossing the air gap is equal to the product
of the induced voltage and current:

Pgap = mEfIa = m
√
2πfeNckwΦf

AmπDr

2
√
2mNc

=
π

2
kw

fe
P/2

(Pτp)lstBmAmDr

=
π

4
kwD

2
r lstBmAmωr . (7.6)

In deriving the third equality, πDr = Pτp and fe/(P/2) = ωr/(2π) are utilized.
Since torque is obtained as Te = Pgap/ωr, it follows from (7.6) that

Te = kwBmAmVol(rotor) , (7.7)
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Table 7.1: Magnetic and electric loadings.

Machine type Magnetic loading Electric loading
B(T) Am(A/cm)

IM ( ∼ 10kW) 0.6∼0.8 100∼ 350
IM ( 10 ∼ 1000kW) 0.6∼0.8 250∼ 450
PMSM (air cooling, ∼ 10kW) 0.7 150
PMSM (water cooling, 10 ∼ 100kW) 0.8 ∼ 600

where Vol(rotor) denotes the rotor volume as depicted in Fig. 7.2. Here, Bm is called
the magnet loading. Once a motor type and a cooling method are determined, Bm
and Am are almost fixed. Therefore, torque is proportional to the rotor volume as
depicted graphically in Fig. 7.2.

Rotor

Figure 7.2: Torque is proportional to the rotor volume.

7.1.1 Electric and Magnet Loadings

To achieve a high torque density, motors are designed to use the achievable maxi-
mum electric and magnetic loadings. Ranges of electric and magnetic loadings are
Am : 150 ∼ 3000A/cm and Bm : 0.6 ∼ 1.4T. High electric loading leads to a
large heat generation in the coil, or may cause PM demagnetization. Note that the
coil temperature rise is determined by Am × J , where J is the coil current density.
Current density of air cooled motors is J = 3.5A/mm2 for continuous operation.
Therefore, if the cooling method is more efficient, a higher electric loading can be
used. For example, Am = 150A/cm for a totally enclosed PM servo motor without
a fan. But with water cooling, it can be increased to 600A/cm. Typical range of
magnetic and electric loadings are listed in Table 7.1 .

7.1.2 Machine Sizes under the Same Power Rating

Since Pgap = Teωr, there are two ways of increasing the motor power: to increase
the rated torque or to increase the rated speed. For the same power, rated torque
decreases as the base speed increases. Since motor volume is proportional to torque,

www.EngineeringEBooksPdf.com



168 AC Motor Control and Electric Vehicle Applications

motor volume reduces as the rated speed increases. That is, a high-speed motor has
a smaller volume for a given power.

Torque

Speed

Torque

Speed

Torque

Speed

Torque

Speed

Same power

High

rated

torque Low

rated

torque

Motor I
Motor II

Larger volume

Reduction 

gear

Smaller volume

Figure 7.3: Size comparision of high and low-speed motors.

Concerning the motor size comparision, refer to Fig. 7.3, in which two motor
operation regions are marked by shaded areas. Note that the two parabola curves,
representing the power, are identical. That is, Motor I and Motor II have the same
power ratings. There is a trade-off between the rated torque and the maximum
speed. Motor I has a high starting (rated) torque but a low maximum speed, whereas
Motor II has lower starting (rated) torque but a higher maximum speed. Based on
(7.7), Motor I obviously has a larger volume than Motor II.

Note, however, that a high-speed motor can be fit into a desired operation range
with a reduction gear. Therefore, a high-speed motor along with a reduction gear
offers a reduced volume. Due to this smaller volume merit, there is a tendency to
utilize high-speed motors in electric vehicles (EVs). Recently, the maximum electric
vehicle (EV) motor speed reached to 13,500rpm (Prius III) [2]. Note that 13,500rpm
is nearly the peak speed that roll bearings can endure in the 60kW power range.

7.2 Extending Constant Power Speed Range

Consider the PMSM dynamics:

ved = rsi
e
d + Ld

died
dt

− ωeLqi
e
q (7.8)

veq = rsi
e
q + Lq

dieq
dt

+ ωeLdi
e
d + ωeψm. (7.9)

Based on (7.8) and (7.9), the current and voltage vectors are depicted as shown
in Fig. 7.4 (a) when id < 0 and iq > 0. Note that the coupling voltage, ωeLdi

e
d,

is opposite to the back EMF when ied < 0. Therefore, increasing ied in the negative
direction helps compensating the growing back EMF.
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d axis

q axis

d axis

q axis

(a) (b)

Figure 7.4: Voltage and current vectors in the (ied, i
e
q) plane: (a) with rs and (b)

without rs.

However, in high-speed region, the voltage drops over stator resistance are rel-
atively small. Neglecting the ohmic voltage drops and assuming the steady-state
condition, we have

ved = −ωeLqieq (7.10)

veq = ωeLdi
e
d + ωeψm. (7.11)

These equations are called lossless model. Based on (7.10) and (7.11), the vector
diagram is simplified, as in Fig. 7.4 (b).

At the base speed with a rated load, the terminal voltage reaches the maximum.
To increase the speed more, it is necessary to increase the d–axis current in the
negative direction at the cost of reducing the q–axis current. With this method,
the torque reduces, but the power is kept constant. That constant power range is
called constant power speed range (CPSR). The CPSR can be extended infinitely
or limited, and it is determined by the relative magnitudes between ψm and LdIs.

Let the magnitude of maximum voltage denoted by Vs. Then the voltage limit
is described by

ve 2
d + ve 2

q ≤ V 2
s . (7.12)

Recall from (6.47) that the rotor flux was described with a virtual current source,
i.e., ψm = Ldif . Then, it follows from (7.10), (7.11), and (7.12) that

ie 2
q

V 2
s /(ωeLq)

2
+

(ied + if )
2

V 2
s /(ωeLd)

2
≤ 1 . (7.13)
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Voltage limits

q-axis

d-axis

Current  limit

Voltage limits

x 
x 

x 

Speed

increase
x 

q-axis

d-axis

Current  limit

x 

(a) (b)

Figure 7.5: Current limit and voltage limits for various speeds in the current plane:
(a) Ld < Lq and (b) Ld > Lq.

As shown in Fig. 7.5, the voltage limit is described by a bunch of ellipses for different
speeds, and the current limit by a circle in the (ied, i

e
q) plane:

ie 2
d + ie 2

q ≤ I2s . (7.14)

It is obvious from (7.13) that the ellipses shrinks to (−if , 0) as the speed ω increases.
Practically feasible solution pairs, (ied, i

e
q), exist within the intersecting area of the

ellipses and the circle.
Consider ωeLdi

e
d and ωeψm in Fig. 7.7. To counteract the growing back EMF,

the d–axis current is increased in the negative direction. However, one can see from
the intersection points in Fig. 7.5 that the increase of ied (in the negative direction)
is obtained at the expense of decreasing q–axis current in the limiting case. That
implies that torque needs to be reduced to provide a larger negative d–axis current.

Since ieq approaches zero as ω becomes large, it is obvious from voltage limit
equation (7.13) that

(ied + if )
2 ≤ V 2

s

(Ldωe)2
. (7.15)

For sufficiently large ω, the right-hand side of (7.15) vanishes. Therefore, it should
follow that ied → −if as ω → ∞. As was observed in [4], the ability of producing
power at infinite speed is determined by the criteria

ψm = LdIs . (7.16)

Fig. 7.6 shows three cases with the voltage and current limits and power plots versus
speed. Specific illustrations for the three cases are summarized in the following: [3]

i) ψm > LdIs : This corresponds to the case where the rotor flux linkage is larger
than the maximum field that the stator current can provide. Above the rated
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Figure 7.6: Current contours and power versus speed for three cases: (a) ψm > LdIs,
(b) ψm = LdIs, and (c) ψm < LdIs.

speed, the power decreases to zero drastically. Since the ellipses’ center, −if
lies out of the current limit, there will be no more intersection above the critical
speed defined by

ωc ≡
Vs

ψm − LdIs
. (7.17)

That is, the current limit and voltage limit curves are separated for ωe > ωc,
so that no proper solution exists.

ii) ψm = LdIs : This is the case where if = Is. Since the ellipse center lies on the
current limit circle, intersection always exists for any arbitrarily large ω. Thus,
the constant power region can be extended to the infinite speed theoretically.

iii) ψm < LdIs : The constant power range will be extended to the infinite speed,
too. But, the output power is low compared with the case ii).

This indicates that to expand the CPSR the strength of rotor PM should be
balanced with the maximum stator current. Criteria (7.16) is an important guide
line in designing the CPSR.

7.2.1 Magnetic and Reluctance Torques

If we fix the magnitude of current, then (ied, i
e
q) will be a point on a circle. With

polar description, it follows that

ied = −Is sinβ, (7.18)

ieq = Is cosβ, (7.19)
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Figure 7.7: Voltage and current angles.

where Is =
√
ie 2
d + ie 2

q and β = tan−1(−ied
/
ieq). Note that β is the angle between

the q–axis and the current vector, as shown in Fig. 7.7. Substituting (7.18) and
(7.19) into the torque equation (6.48), we have

T =
3P

4
[ψmi

e
q − (Lq − Ld)i

e
di
e
q] (7.20)

=
3P

4
[ψmIs cosβ +

1

2
(Lq − Ld)I

2
s sin 2β] .

Note that 3P
4 ψmIs cosβ is a magnetic torque that comes from the Lorentz force,

whereas 3P
4

1
2(Lq−Ld)I

2
s sin 2β is the reluctance torque originated from Ld, Lq asym-

metry. Note further that the magnetic torque is a function of cosβ, while the reluc-
tance torque is a function of sin 2β. In order to make the reluctance torque positive
when Lq > Ld, current angle should be larger than zero, i.e., β > 0. The corre-
sponding torque versus current angle is shown in Fig. 7.8 (a). On the other hand, if
Ld > Lq, the peak torque is obtained for β < 0, as shown in Fig. 7.8 (b). But, the
case, Ld > Lq is rare. Thus, we will consider Fig. 7.8 (a) in the following.

Further note that β > 0 implies that the d–axis current is negative. The relative
magnitude of reluctance torque is not small for high β value. Even the reluctance
torque component can be made higher than the magnetic torque by increasing the
ratio, Lq

/
Ld.
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Torque sum

Reluctance torque 

Magnetic torque 

Torque sum

Reluctance torque 

Magnetic torque 

(a)

(b)

Figure 7.8: Torque sum consisting of magnetic and reluctance torque components:
(a) Ld < Lq and (b) Ld > Lq.

7.3 Current Control Methods

Since there is no reluctance torque component for SPMSMs, the torque is determined
only by q–axis current. However in case of IPSMS, the reluctance torque level
is decided by the d–axis current, thereby numerous combinations of (ied, i

e
q) are

feasible for a given torque production. Hence, several current selection methods
were developed together with current and voltage constraints.
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7.3.1 Q-Axis Current Control

This is a simplest control method, by letting ied = 0 and taking advantage of a linear
relationship between torque and ieq. For SPMSM torque control, no other option
is possible except the q–axis current control. Since ied = 0, no reluctance torque is
utilized. Thus, the q–axis current control method is less efficient for IPSMSs.

7.3.2 Maximum Torque per Ampere Control

The maximum torque per ampere (MTPA) control is a method of maximizing the
torque for given magnitude of current, as viewed in Fig. 7.9.

MTPA

contour

id
e

iq
e

Constant

current

contours

Constant

torque

curves

Figure 7.9: MTPA contour.

First, we let the current magnitude be fixed, and change the current angle, β,
until the torque is maximized. To obtain the desired angle, we take the differentiation
of T with respect to β:

∂T

∂β
=

3P

4
[−ψmIs sinβ + (Lq − Ld)I

2
s cos 2β] = 0 .

Equivalently,

2(Lq − Ld)Is sin
2 β + ψm sinβ − (Lq − Ld)Is = 0 .

Thus, we have

β = sin−1

[
−ψm +

√
ψ2
m + 8(Lq − Ld)2I2s

4(Lq − Ld)Is

]
. (7.21)

Equation (7.21) gives us the current angle for a given current magnitude Is. Further,
since id = −Is sinβ, we have

ied =
1

4(Lq − Ld)

(
ψm −

√
ψ2
m + 8I2s (Lq − Ld)2

)
. (7.22)
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Dotted line in Fig. 7.9 is the MTPA contour when the current magnitude is in-
creasing from zero to Is. Note that it is the set of points, {(−Is sinβ, Is cosβ)},
that a torque line intersect a (current) circle tangentially as shown in Fig. 7.9. The
MTPA method is widely used in many practical applications since it is simple and
minimizes the copper loss. However, this approach cannot be applied above the
rated speed due to the voltage limit.

Different Derivation Using Lagrangian

The MTPA is viewed as the torque maximization under the current constraints.
Consider power maximization problem under the current limit (7.14):

max
ied, i

e
q

Te under ie 2
d + ie 2

q − I2s ≤ 0.

Let the Lagrangian be defined by [6]

L(ied, i
e
q) =

3P

4

(
ψmi

e
q + Ld(1− ξ)iedi

e
q

)
+ µ1

(
ie 2
d + ie 2

q − I2s
)
,

where ξ ≡ Lq
/
Ld is the saliency ratio and µ1 is a Lagrange coefficient. Necessary

conditions for the optimality are

∂L

∂ied
=

3P

4
(1− ξ)Ldi

e
q + 2µ1i

e
d = 0, (7.23)

∂L

∂ieq
=

3P

4
Ld (if + (1− ξ)ied) + 2µ1i

e
q = 0. (7.24)

Then we obtain from (7.23) and (7.24) that

(1− ξ)
(
ie 2
q − ie 2

d

)
− if i

e
d = 0.

Since the solution is found on the boundary, we utilize the boundary equation ie 2
d +

ie 2
q − I2s = 0. Then, we have the following second-order equation:

2(ied)
2 +

if
(1− ξ)

ied − I2s = 0.

Thus, the meaningful solution is given by

ied =
1

4(ξ − 1)

(
if −

√
i2f + 8I2s (ξ − 1)2

)
=

1

4(ξ − 1)Ld

(
ψm −

√
ψ2
m + 8I2s (ξ − 1)2L2

d

)
. (7.25)

This result agrees with the previous solution (7.22).
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7.3.3 Maximum Power Control

Motors are designed, in general, to reach the maximum voltage at the rated speed
and load conditions. Above the rated speed, the voltage limit forces to increase the
current angle, meaning more d–axis current and less q–axis current. Thereby, airgap
flux is weakened and torque decreases.

With the lossless motor model (7.10) and (7.11), the power is given by

Pe =
3

2

(
veqi

e
q + vedi

e
d

)
=

3

2
ωe
(
ψmi

e
q + (Ld − Lq)i

e
di
e
q

)
. (7.26)

More formally, the power maximization problem in the field-weakening region is
stated as follows:

max
ied, i

e
q

Pe under c1(i
e
d, i

e
q) ≤ 0, c2(i

e
d, i

e
q) ≤ 0,

where

c1(i
e
d, i

e
q) = (ied)

2 + (ieq)
2 − I2s ,

c2(i
e
d, i

e
q) = ξ2(ieq)

2 + (ied +
ψm
Ld

)2 − V 2
s

ω2L2
d

.

Note that the power maximization for a given speed is the same as the torque
maximization. It is obvious from a geometric viewpoint that the maximum solution
is found at an intersection point of the two curves, c1 = 0 and c2 = 0. Note also that
the intersection point satisfies the necessary conditions of Kuhn−Tucker theorem
[6]. Substituting ie 2

q = I2s − ie 2
d into equation c2 = 0, it follows that

0 = (1− ξ2)ie 2
d + 2

ψm
Ld

ied +
ψ2
m

L2
d

+ ξ2I2s −
V 2

ω2L2
d

.

Since the intersection point in the second quadrant is meaningful, we just need to
consider the negative ied solution. Thus, we have

ied =
1

(ξ2 − 1)

(
ψm
Ld

−

√
ξ2
ψ2
m

L2
d

+ (ξ2 − 1)(ξ2I2s −
V 2

ω2L2
d

)

)
, (7.27)

ie∗q =
√
I2s − ie∗ 2

d . (7.28)

Intersection points of the current limit circle and voltage limit ellipses make the loci
of maximum powers versus speed. That is, the maximum power is obtained along
the current limit circle c1(i

e
d, i

e
q) = 0.
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7.3.4 Maximum Torque/Flux Control

This control strategy is applicable to the last step in high-speed operation when
Is > ψm/Ld. At an extreme high speed, voltage limit shrinks to a point (−ψm

Ld
, 0).

Correspondingly, the operation points, determined on the voltage limit curve, con-
verge to (−ψm

Ld
, 0).

Let the d–axis flux denoted by λd ≡ Ldi
e
d+ψm. Then, flux equation follows from

the voltage limit, (7.13):

(Lqi
e
q)

2 + λ2d = (Vs/ωe)
2. (7.29)

A maximum torque for a given flux level is obtained at a point where the voltage
limit and torque curves intersect tangentially. Therefore, the curve consists of the
tangential intersection points between the torque and voltage limit curves.

Constant

flux curves

Max. torque/flux

Figure 7.10: Maximum torque per flux solutions.

Substituting (7.29) into torque equation (7.20), it follows that

T 2
e =

(
3P

4

)2(
λd − Lq

λd − ψm
Ld

)2 (Vs/ωe)
2 − λ2d

L2
q

.

Taking differentiation with respect to λd and making it equal to zero result in [5]

λd =
−Lqψm +

√
L2
qψ

2
m + 8(Ld − Lq)2(Vs/ωe)2

4(Ld − Lq)
.

Therefore, the torque/flux maximizing solution is given by

ied =
λd − ψm
Ld

(7.30)

ieq =

√
(Vs/ωe)2 − λ2d

Lq
. (7.31)

Fig. 7.10 shows the solution contour when ψm − LdIs < 0. In the limiting case, λd
vanishes, i.e., ied → −ψm/Ld and ieq → 0 as ωe → ∞.
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Table 7.2: An example IPMSM specifications.

No. of poles 6 Power (rated) 8.8 kW

DC link voltage 300V Base speed 2600rpm

Inductance (Ld) 3.05 mH Current (rated) 40A

Inductance (Lq) 6.2 mH Flux (ψm) 0.0948Wb

0

10

20

30

40

-60 -50 -40 -30 -20 -10 0

Max. power

3200rpm

7600rpm

10200rpm

20000rpm C

MTPA

Current limit

=2600rpm=2600rpm
A

B

O

=8Nm

=4Nm

Max. torque/flux

Figure 7.11: Combination of control strategies: OA: MTPA, AB: maximum power,
and BC: maximum torque/flux .

7.3.5 Combination of Control Methods

Fig. 7.11 shows a control sequence consisting of MTPA, maximum power, and max-
imum torque/flux contours for an IPMSM. The motor parameters are shown in
Table 7.2. Within the base speed range, it is desirable to operate along the MTPA
line from the efficiency view point. Beyond the base speed, the maximum power is
determined along an segment, AB of the current limit circle. As the motor speed
increases, the voltage limit ellipse shrinks. From point “B,” the operation point
follows the maximum torque/flux line, BC.

Fig. 7.12 shows the corresponding torque and power plots over AB and BC.
In this plot, constant current, (ied, i

e
q) = (−22, 34), was applied from zero speed

until the point “A” was reached. Note that the power reduces along the maximum
torque/flux line.

7.3.6 Unity Power Factor Control

Depending upon the combination of id and iq, the unity power factor (PF) can be
obtained in the high-speed region. The unity PF condition is related to the use of
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C
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[rpm]

(b)

C

BA

[rpm]

(a)

Speed

[Nm] [kW]

[deg][A]

Speed

Power

Torque

Figure 7.12: IPMSM characteristics versus speed: (a) torque and power plots and
(b) current and current angle. From zero speed to “A”: constant current, AB:
maximum power, and BC: maximum torque/flux).

minimum current vector, thereby to the loss minimization problem. In the sequel,
the unity PF condition is derived and interpreted geometrically.

From the geometry shown in Fig. 7.7, it follows that

δ = tan−1

(
−ved
veq

)
= tan−1

(
ωeLqi

e
q

ωeψm + ωeLdi
e
d

)
(7.32)

β = tan−1

(
−ied
ieq

)
. (7.33)

At the unity PF, current angle and voltage angle are the same, i.e., δ = β. Therefore,
it follows from (7.32) and (7.33) that

ξieq
if + ied

=
−ied
ieq

. (7.34)
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Rearranging (7.34), unity PF condition is given by

ie 2
q

(
if
2
√
ξ
)2

+
(ied +

if
2 )

2

(
if
2 )

2
= 1. (7.35)

That is, the unity PF condition is described as an ellipse with center (− if
2 , 0) that

passes through the origin and (−if , 0). Since the minor axis is
if
2
√
ξ
, the shape of

unity PF ellipse is pressed as the saliency ratio, ξ, increases.

Unity PF for

Figure 7.13: Unity PF ellipses for different saliency ratios, ξ’s.

It is obvious that no unity PF solution exists when I0 > if , Since i
e 2
q = I20 − ie 2

d ,
we obtain from (7.34) that for I0 < if

(ξ − 1)ie 2
d − if i

e
d − ξI20 = 0 . (7.36)

Thus, the d–axis current at unity PF is

ie ∗
d =

if −
√
i2f + 4ξ(ξ − 1)I20

2(ξ − 1)
. (7.37)

Note that ie ∗
d is dependent upon ψm/Ld, saliency, and the current magnitude.

In the following, the unity PF solution is calculated for a simple case, ξ = 1,
where there is no saliency. When ξ = 1, the unity PF curve (7.35) turns out to be a
circle, as shown in Fig. 7.14, The beauty of this case is that ie ∗

d and ie ∗
q are obtained

directly from the geometric relationship. By applying the cosine law to the triangle
ABO in Fig. 7.14, we obtain

θ = cos−1

 i2f
4 +

i2f
4 − I20

2
if
2 · if2

 = cos−1

 i2f
2 − I20
i2f
2

 . (7.38)
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Note that triangle ABO is an isosceles triangle, hence the unity PF current angle is
β∗ = π

2 − π−θ
2 . Therefore,

β∗ =
1

2
cos−1

(
1− 2

I20
i2f

)
. (7.39)

Figure 7.14: Application of the cosine law to unity PF condition when ξ = 1.

Exercise 7.1
Calculate the dq-axes currents yielding the unity PF when ξ = 1 and I0 < if .

Solution

ie ∗
d = −I

2
0

if
, ie ∗

q = I0

√
1− I20

i2f
.

Exercise 7.2
a) Determine the motor terminal voltage at point “A” (ied = −22A, ieq = 34A, and
2600 rpm) of Fig. 7.11.
b) Calculate the power factor at “A”.
c) Draw voltage and current vectors.
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Solution
a) The electrical speed is 2600

60 × 2π × 3 = 817rad/sec.
The back EMF is equal to ωeψm = 817× 0.0948 = 77.5V.
At the same time,

ωeLdi
e
d = 817× 0.00305× (−22) = −54.8V

ωeLqi
e
q = 817× 0.0062× 34 = 172V.

The terminal voltage is

Vs =
√

(ψmωe + ωeLdi
e
d)

2 + (ωeLqieq)
2 =

√
(77.5− 54.8)2 + 1722 = 173.5V.

b)

δ = tan−1

(
172

77.5− 54.8

)
= 82.5◦

β = tan−1

(
22

34

)
= 32.9◦

PF = cos(β − δ) = cos(−49.6◦) = 0.65.

c) See Fig. 7.15

34A

-22A

-54.8V

-172V

77.5V

173.5V
82.5o

32.9o

d-axis

q-axis

Figure 7.15: Vector diagram ( Exercise 7.2 ).

Fig. 7.16 shows how the power profile and PF change as the strength of the
rotor PM changes. The results were obtained using the IPMSM parameters listed in
Table 7.2. Since Is = 40A, the condition, ψm = LdIs is satisfied when ψm/Ld = 40A.
Note that the power is extended infinitely with the unity PF when ψm/Ld = 40A. If
ψm/Ld = 52A, the power drops rapidly in high-speed region. Obviously, the strong
PM field is useful for high torque in the low-speed region. Note also that the peak
power is obtained near 5000rpm where the PF angle is zero.
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Figure 7.16: Power and PF profile change versus speed when ψm changes: (a) Power
profile and (b) PF profile.

Exercise 7.3
a) Determine torque at point “B” (ied = −38.5A, ieq = 11A, and 7600 rpm) of
Fig. 7.11.
b) Determine also the ratio of reluctance torque to magnetic torque.
c) Calculate the power.

Solution
a)

Te =
3P

4

(
ψmi

e
q + (Ld − Lq)i

e
di
e
q

)
=

18

4
(0.0948× 11 + (−0.00315)× (−38.5)× 11) = 10.7Nm.
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b) The ratio of reluctance torque to magnetic torque = 1.28, i.e., the reluctance
torque is 28% larger than the magnetic torque.
c) Pe = 10.7× 7600

60 × 2π = 8.5kW.

7.4 Properties When ψm = LdIs

With constant power condition ψm = LdIs, voltage limit is described by an ellipse
with center (ied, i

e
d) = (−Is, 0).

(ieq)
2

V 2
s /(ωeξLd)

2
+

(ied + Is)
2

V 2
s /(ωeLd)

2
≤ 1. (7.40)

Hence, as ω increases, the ellipse shrinks down to the point (−Is, 0). Hence, the
CPSR can be extended to infinite speed if ψm = LdIs.

Further, theorems like optimality can be proved easily if ψm = LdIs satisfied.
In this section, some properties are investigated theoretically. First we consider
the Kuhn−Tucker theorem, which provides necessary conditions for the optimality
under inequality constraints.

Kuhn−Tucker Theorem for Local Maxima [6]. Let f : U → R be a C1

function on a certain open set U ∈ Rn, and let hi : Rn → R, i = 1, ..., ℓ, be
C1 functions. Suppose x∗ is a local maximum of f on the set D = U ∩ {x ∈
Rn | hi(x) ≤ 0, i = 1, ..., ℓ}. Then there exist µ∗1, ..., µ

∗
ℓ ∈ R such that

i) µ∗i ≤ 0, for i = 1, ..., ℓ;

ii) µ∗ihi(x
∗) = 0, for i = 1, ..., ℓ;

iii) ∂
∂xf(x

∗) +
∑ℓ

i=1 µ
∗
i
∂
∂xhi(x

∗
i ) = 0.

The coefficients µ1, · · · , µℓ are called Kuhn−Tucker (K-T) multipliers and have
the similar meaning to the Lagrangian multipliers. Note that x∗ is on the boundary
or interior of D. Hence, condition ii) states that either x∗ is a point of the boundary
hi = 0, or an interior point (hi < 0) to hi = 0. In the latter case, the constraint is
meaningless, and thus condition i) requires that the corresponding K-T multiplier
be zero, i.e., µi = 0. Therefore, it is called the complementary slackness condition.
Condition iii) sets the first partial derivatives of f is equal to a linear combination
of gradient vectors, ∂h∂x of constraint functions at the Kuhn−Tucker point, x∗.

If ψm = LdIs, solution (7.27) and (7.28) reduces to

ie∗d =
1

ξ2 − 1

(
Is −

√
ξ4I2s −

V 2

ω2L2
d

(ξ2 − 1)

)
. (7.41)
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Utilizing ie∗q =
√
I2s − ie∗ 2

d , it follows that

ie∗q =
1

ξ2 − 1

√√√√−2ξ2I2s +
V 2

ω2L2
d

(ξ2 − 1) + 2Is

√
ξ4I2s −

V 2

ω2L2
d

(ξ2 − 1) . (7.42)

Solution pair (7.41) and (7.42) are the power maximizing solutions for a given speed
ω.

Theorem 1. Suppose that ied ≤ −Is
/√

2, ieq > 0, and that ξ ≥ 1. Then for a
given speed ω, the intersection point (7.41) and (7.42) of curves c1(i

e
d, i

e
q) = 0 and

c2(i
e
d, i

e
q) = 0 maximizes Pe subject to c1 ≤ 0 and c2 ≤ 0.

Proof. Firstly, we need to show that necessary conditions i), ii), and iii) of the
Kuhn−Tucker Theorem are satisfied: Condition iii) yields

∂L

∂ied
=

3

2
ωe(1− ξ)Ldi

e
q + 2µ1i

e
d + 2µ2(i

e
d + Is) = 0, (7.43)

∂L

∂ieq
=

3

2
ωeLd (if + (1− ξ)ied) + 2µ1i

e
q + 2µ2ξ

2ieq = 0. (7.44)

We obtain from (7.43) and (7.44) that

µ2 =
3

2
ωeLd

(2i2d − I2s )(1− ξ) + if i
e
d

2ieq
[
(1− ξ2)ied + Is

]
µ1 =

3
2ωe(ξ − 1)Ldi

e
q − 2µ2(i

e
d + Is)

2ied
.

Therefore, µ1 < 0 and µ2 < 0 by the assumptions, i.e., Condition i) follows. This
implies that both constraints are effective, i.e., the maximizing solution is obtained
at intersection of boundaries. Thus, the solution given by (7.41) and (7.42) is the
power maximizing solution.

Assumption ied ≤ −Is
/√

2 implies that current angle is larger than 45 degrees,
i.e., β ≥ 45◦. From the numerator of µ2 being positive we obtain a more relaxed
inequality:

ied ≤
if −

√
i2f + 8(ξ − 1)2I2s

4(ξ − 1)
. (7.45)

According to Theorem 1, maximum power versus speed moves along the intersection
of the voltage and current limits. The loci may be represented by {maxc1, c2≤0 Pe(ωe)
| ωb ≤ ωe}, where ωb is a base speed. As far as the operating point is on that loci, Vs
and Is remain the same. Hence, power depends only on the PF, and the maximum
value is equal to 3

2VsIs.
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7.4.1 Maximum Power and Power Factor

With the above polar coordinate representation, power is equal to

Pe =
3

2

(
veqi

e
q + vedi

e
d

)
=

3

2

(
ωeψmIs cosβ − ωe

Ld − Lq
2

I2s sin 2β

)
. (7.46)

Utilizing the notion of inner product, (7.46) can be expressed equivalently as

Pe =
3

2
Vs · Is =

3

2
VsIs cosϕ, (7.47)

where Vs and Is are stator voltage vector and current vector, respectively.
In this section, it is demonstrated that if ψm = LdIs, then the unity PF is

obtained at infinite speed. Note from Fig. 7.7 that

Vs = Vs∠δ + 90◦ = ved + jveq ,

Is = Is∠β + 90◦ = ied + jieq ,

where current and voltage angles are denoted by β and δ, respectively.

Theorem 2. Consider lossless PMSM model (7.10) and (7.11) with current limit,
c1(i

e
d, i

e
q) ≤ 0 and voltage limit, c2(i

e
d, i

e
q) ≤ 0. Suppose that ψm = LdIs. Along the

power curve {maxc1, c2≤0 Pe(ωe) | ωb ≤ ωe}, PF converges to unity as speed ω goes
to infinity. Correspondingly, the maximum power is obtained at infinite speed, i.e.,

lim
ωe→∞

{ max
c1, c2≤0

Pe(ωe)} =
3

2
VsIs.

Proof. As speed increases, the voltage ellipse shrinks to the center (−Is, 0). Since
the solution is given at the intersection, the current vector rotates to the negative
d–axis in the second quadrant. Specifically, the current vector converges to (−Is, 0).
Therefore, β approaches to 90◦ as ωe → ∞. That is,

lim
ωe→∞

Is = Is∠180◦. (7.48)

On the other hand, it follows from (7.10) and (7.11) that

Vs =
√

(veq)
2 + (ved)

2

= ωeLdIs
√

(1− sinβ)2 + ξ2 cos2 β. (7.49)

Note that

V 2
s

L2
dI

2
s

= ω2[(1− sinβ)2 + ξ2 cos2 β]

= ω2[2(1− sinβ) + (ξ2 − 1) cos2 β]

= ω2(1− sinβ)[2 + (ξ2 − 1)(1 + sinβ)].
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Hence, it follows that for a constant α > 0

lim
ωe→∞
β→90◦

ω2(1− sinβ) =
V 2
s

2ξ2L2
dI

2
s

≡ α . (7.50)

Utilizing (7.50), we obtain

lim
ωe→∞
β→90◦

ved = lim
ωe→∞
β→90◦

ωeLqIs cosβ

= lim
ωe→∞
β→90◦

ωeLqIs
√

1− sinβ
√
1 + sinβ

=
√
2αLqIs = Vs .

Therefore, it follows from (7.49) that limωe→∞ veq = 0. This, in turn, implies that
voltage angle δ converges to 90◦, i.e.,

lim
ωe→∞
β→90◦

Vs = Vs∠180◦. (7.51)

Hence, unity PF at infinite speed follows from (7.48) and (7.51).

On the other hand, it follows from (7.46) and (7.50) that

lim
ωe→∞
β→90◦

Pe

= lim
ωe→∞
β→90◦

3

2

[
ωeLdI

2
s cosβ(1− sinβ) + ωeLqI

2
s sinβ cosβ

]
= lim

ωe→∞
β→90◦

3

2

[
LdI

2
s cosβ

ωe
α+ LqI

2
sωe sinβ

√
1− sin2 β

]
=

3

2

√
2LqI

2
s

√
α =

3

2
VsIs .

7.5 Per Unit Model of the PMSM

The base values are chosen to give one per unit stator current and flux at one per unit
speed when a rated current gives the maximum (rated) torque. The scaled values
are denoted with subscript ”pu”. The DC link voltage of the inverter is denoted by
Vdc. The maximum voltage is reached when the base torque is produced at the base
frequency. Thus, the base voltage, Vb, is calculated as the maximum phase voltage
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that can be synthesized by the inverter:

voltage : Vb =
Vdc√
3

current : Ib =
√
i2db + i2qb

flux linkage : ψb =
√

(ψm + Ldidb)2 + (Lqiqb)2

frequency : ωb =
Vb
ψb

inductance : Lb =
ψb
Ib
.

A normalized dq model is

vdn =
vd
Vb

= −ωeξLdiq
ωbψb

= −ωeξLdiq
ωbLbIb

= −ωnξLdniqn

vqn =
vq
Vb

=
ωeLdid + ωeψm

ωbψb
=
ωeLdid
ωbLbIb

+
ωeψm
ωbψb

= ωnLdnidn + ωnψn,

where

ωn =
ωe
ωb

Ldn =
Ld
Lb

=
ωbLdIb
Vb

, Lqn =
Lq
Lb

=
ωbLqIb
Vb

,

vdn =
vd
Vb
, vqn =

vq
Vb
,

idn =
id
Ib
, iqn =

iq
Ib
,

ψn =
ψm
ψb

.

Since Pen = vdnidn + vqniqn and Tn = Pen
/
ωn, the final normalized dq model turns

out to be [3]

vdn = −ωnξLdniqn, (7.52)

vqn = ωnLdnidn + ωnψn, (7.53)

Tn = ψniqn − (ξ − 1)Ldnidniqn. (7.54)

The normalized torque equation, (7.54), indicates to us that ψn can be traded par-
tially with ξ. If ξ is increased, then ψ can be reduced correspondingly. That is,
the use of permanent magnet can be reduced as the saliency ratio increases. Since
the cost of PM material, typically neodymium or samarium-cobalt, is high, it moti-
vates us to design high saliency ratio motors. But, due to the mechanical strength
requirements and manufacturing complexity, it is not easy to increase ξ more than
3.
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Exercise 7.4
Consider an “IPMSM-A” with the following parameters: 6-pole, Ld = 3mH, Lq =
6.2mH, ψm = 0.146Wb, ωb = 816.8rad/sec, and idb = −22A, iqb = 34A.

a) Calculate the normalized model.
b) Show that v2dn + v2qn = 1 when ωn = 1.

Solution

a)

ξ =
0.0062

0.003
= 2.07

ψb =
√

(0.146− 0.003× 22)2 + (0.0062× 34)2 = 0.225

Vb = ωbψb = 816.8× 0.225 = 183.78

Ib =
√

222 + 342 = 40

Ldn =
ωbLdIb
Vb

=
816.8× 0.003× 40

183.78
= 0.533

ψn =
ψm
ψb

=
0.146

0.225
= 0.649

vdn = −1.1ωniqn,

vqn = 0.533ωnidn + 0.649ωn,

Tn = 0.649iqn − 0.57idniqn.

b) v2dn + v2qn = (1.1× 0.85)2 + (0.649− 0.533× 0.55)2 = 1.

7.5.1 Power-Speed Curve

If the rotor flux is strong such that ψm > LdIb, then the speed range cannot be
extended indefinitely. The critical speed, ωc, is defined by the speed at which power
drops to zero. At ωc, the q–axis current is equal to zero, while ieb = Ib. Therefore, it
follows from (7.17) that at the critical speed

ωcψm
ωbψb

− ωcLdIb
Vb

=
Vb
Vb

⇒ ψn − Ldn =
1

ωcn
, (7.55)

where ωcn ≡ ωc
ωb
. It should be noted that the critical speed is inversely proportional

to ψn − Ldn.
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Exercise 7.5
Consider “IPMSM-A” whose parameters listed in Exercise 7.4. Determine ωc in
rpm.

Solution

ωcn =
1

ψn − Ldn
=

1

0.649− 0.533
= 8.62

ωc = 8.62× 2600 = 22412rpm.

Exercise 7.6
Consider “IPMSM-B” whose parameters are the same as those of “IPMSM-A” ex-
cept ψm = 0.16Wb.
a) Determine ωcn.
b) Plot the power curves of “IPMSM-A” and “IPMSM-B”.

Solution

ψn =
0.16√

(0.16− 0.003× 22)2 + (0.0062× 34)2
= 0.693

ωcn =
1

ψn − Ldn
=

1

0.693− 0.533
= 6.25

ωcn = 6.25× 2600 = 16250rpm.

[pu]

[pu]

1

2 4 6 8

IPMSM-A

IPMSM-B

Figure 7.17: Normalized power curves for “IPMSM-A” and “IPMSM-B,” (Exercise
7.6).

If the PM strength is high, the starting torque (initial power) is also high. But,
the critical speed reduces as the PM strength increases. The PM strength needs to
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be determined considering the usable speed range. The results can be summarized
as

1. To make the critical speed, ωcn, larger, the use of PM should be reduced.

2. With the increase in the saliency ratio, ξ, the use of PM can be reduced.

3. The maximum torque is almost invariant to saliency ratio, ξ.

7.6 An EV Motor Example

Table 7.3: Parameters of an IPMSM for a fuel cell EV.

Parameters [Unit] Values

Motor power 100kW
Rated speed 2600rpm
Rated torque 300Nm
Ld 0.1mH
Lq 0.35mH
Lδ 0.083mH
rs 26mΩ
Flux (ψm) 0.052Wb
Rated current 354Arms

Rated voltage 102 Vrms

Number of poles 8
Inertia, J 0.01kgm2

Damping coeff., B 0.001 kg/s

Fig. 7.18 shows a photograph of a 100kW IPSM motor designed for a fuel cell
EV. Machine parameters are listed in Table 7.3. Fig. 7.19 shows a current contour
yielding the maximum power. Fig. 7.20 shows the voltage components at three
different speeds, 2600rpm, 6000rpm, and 12000rpm. Back EMF grows with speed:
At 12,000rpm, it reaches 260V. However, coupling voltage ωeLdi

e
d with negative

ied cancels out most of back EMF, so that it enables torque control with a small
terminal voltage (150V). Magnitudes of terminal voltage and current are the same
for all three cases. At 3,600 rpm, voltage vector leads current vector. But as the
speed increases, angle difference decreases, i.e., the PF approaches to unity. Fig. 7.21
shows the power and torque plots versus plot.
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Figure 7.18: 100kW fuel cell EV motor (Hyundai Motor Company).
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(-470, 171)

(-493, 85)
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Figure 7.19: Maximum power contour in the (id, iq) plane.
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(150V) (150V) (150V)

(500A)

(500A)
(500A)(148V)

(-34V)

(-118V)
(150V)

(130V)

(-247V)

(260V)

(150V)

(a) (b) (c)

Figure 7.20: Vector diagrams showing the proportions of back EMF and coupling
voltage as speed increases; (a) 3600 rpm, (b) 6000rpm, (c) 12000 rpm.

Speed

Torque [Nm] Power [kW]

[rpm]

Torque

Power

Figure 7.21: Power and torque versus speed: (a) power and (b) torque.
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Problems

7.1 It is desired to design an IPMSM whose rated power is 36kW at the base
speed, 3000 rpm. Assume that kw = 0.96, Bm = 0.8T and Am = 550A/cm.
Calculate Te and the stack length, lst, when the rotor diameter is Dr = 11cm.

7.2 Plot the magnet and reluctance torque components versus speed above 2600
rpm for the IPMSM listed in Table 7.2. Repeat the same when Ld = 2.2mH.

7.3 Derive (ied, i
e
q) that yields the maximum torque while satisfying the unity power

factor. Determine the values of Te and (ied, i
e
q) for the IPMSM listed in Ta-

ble 7.2.
Hint: Let the Lagrangian defined by L(ied, i

e
q) = 3P

4 (ψmi
e
q + Ld(1 − ξ)iedi

e
q) +

µ1(ξi
e
q
2 + ied

2 + iedif ).
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7.4 Obtain the per-unit model for the IPMSM listed in Table 7.2. Note that the
base currents are (idb, iqb) = (−21.7, 33.6)A.

7.5 Consider an EV motor whose parameters listed in Table 7.3. Note that the
base currents are (idb, iqb) = (−314, 388)A.

a) Determine the normalized model.
b) Show that v2dn + v2qn = 1 when ωn = 1.
c) Determine the critical speed, ωcn and ωc in rpm.
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Chapter 8

Loss-Minimizing Control

Motor loss consists of copper loss, iron loss, stray loss, and mechanical loss. Copper
loss is the Joule loss of copper winding of the stator coil. Since there is no secondary
winding in PMSMs, the copper loss of a PMSM is lower than that of the corre-
sponding induction motor [1]. The iron loss consists of hysteresis and eddy current
losses. The former originates from the hysteresis band of the core, while the latter
is caused by the conductivity of the core material. The hysteresis loss is higher than
the eddy current loss under the base frequency. But, the eddy current loss becomes
dominant in the high frequency region. The stray loss accounts for the losses of
winding (high-order) space harmonics and slot harmonics. Mechanical loss includes
friction and windage losses, but it is not dealt with here.

In the IPMSM, the d–axis current is used not only for field-weakening, but
for generating the reluctance torque. Therefore in producing a given required
torque, numerous combinations are feasible between the magnetic and the reluc-
tance torques. However, their proportions need to be considered in the perspective
of loss minimization.

8.1 Motor Losses

Hysteresis Loss

A hysteresis loop is shown in Fig. 8.1. Hysteresis loss (energy), Wh per volume V ol
of a ferromagnetic material due to a current cycle is equal to the loop area, i.e.,

Wh

Vol
=

∮
HdB. (8.1)

Assume that B(t) = Bm sin(2πft). Then, the power loss will be proportional to the
frequency, f . However, the energy loss per cycle is a nonlinear function of maximum
field density Bm, since the loop area is not proportional to Bm. The hysteresis power
loss can be modeled approximately for a given magnetic material by

Ph = khfB
n
m (8.2)

197
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where kh and n are empirical constants. The exponent, n is usually in the range
1.8 < n < 2.2 [1].

H

B

Figure 8.1: B −H curve of a soft magnet material with the loop area representing
the hysteresis loss.

Exercise 8.1
Consider the toroidal core with N -turn coil shown in Fig. 8.2. The core cross sec-
tional area is A and the mean periphery is ℓ. When a voltage source, e(t), is applied
to the coil terminals, current, i(t), flows in the coil. At this time, core field density

increases from zero to B. Derive the energy loss, Wh = Aℓ
∫ B
0 HdB from

∫
ei dt.

Solution.

Wh =

∫
e(t)i(t) dt =

∫
i
d(NΦ)

dt
dt = ℓ

∫ Φ

0

Ni

ℓ
dΦ = Aℓ

∫ B

0
HdB.

Figure 8.2: A toroidal core with N -turn coil (Exercise 8.1).
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Eddy Current Loss

If a time-varying magnetic field passing through a conductive material, then it sets
up around itself an electric field that opposes the change in the magnetic field. The
electric field induces a loop current in the ohmic conductor. The induced current,
called eddy current, results in ohmic heating. Inductive heating devices utilize this
heating principle in melting metals or heating some plastic materials.

L

D

B(t)

w

Figure 8.3: Stack of laminated metal sheets and eddy current loops.

But for motors and transformers, the eddy current implies a loss. To reduce the
power loss, cores are constructed by stacking up thin steel sheets. Fig. 8.3 shows
a stack of laminated metal sheets and eddy current loops. Assume that a time
varying magnetic field B(t) is passing and that each sheet is insulated electrically.
Reacting to the time varying field, current paths are formed in the transversal planes.
Since individual sheets are insulated, the current flow is confined within a thin sheet.
Therefore, the current loops are hardly formed. More specifically, the loop resistance
increases as the sheet width, W/N , narrows down. When B(t) = Bm sin(2πft), the
average eddy current loss is calculated as [4]

Ped =
π2σLDW 3

8N2
f2B2

m, (8.3)

where σ is the conductivity of the core material. This means that the eddy current
loss is reduced by a factor of 1

/
N2, when compared with that of the single block. It

should also be noted that the eddy current loss is proportional to the square of the
frequency, f , and to the square of the maximum field density, Bm.

In practice, 1 ∼ 3.5% silicon steel is used for the motor core, which has low
conductivity. If the silicon content is even higher, the steel becomes more brittle
and the maximum B field is reduced. Further, each sheet surface is insulated by
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some organic compounds, or oxidated by phosphoric acid. Most commercial motors
are made of 0.35 ∼ 0.5mm-thick silicon steel sheets.

8.2 Loss-Minimizing Control for IMs

Note from (5.35) that torque is a product of the dq-axes currents. Hence, there is
a degree of freedom in choosing the levels of the current components for a torque
production. Specifically, in attaining the same torque, one option is to use a large
d–axis current and a small q–axis current, and the other is to use the reverse. But
a proportioning method between the d and q axes currents may be considered from
the perspective of minimizing the motor loss.

In the low-frequency operation, the core loss (hysteresis and eddy current loss) is
lower than the copper loss. As the speed goes up, however, contribution of the core
loss increases and finally becomes dominant. Hence, the loss-minimizing dq currents
set varies, depending on the required torque and speed.

Numerous control schemes have been proposed by many researchers concerning
the optimal choice of excitation current or flux level for a given operating point [5],[6].
The techniques allowing efficiency improvement can be divided into two categories.
The first category is the so-called loss-model-based approach [5],[8], which consists
of computing losses by using the machine model and selecting a flux level that
minimizes these losses. The second category is the power-measure-based approach,
also known as search controllers [7], in which the flux (or its equivalent variables)
is decreased until the electrical input power settles down to the lowest value for a
given torque and speed.

8.2.1 IM Model with Eddy Current Loss

In a high-frequency region, the eddy current loss is dominant over the hysteresis
loss. The rotor iron loss is quite small compared with the stator iron loss, since the
rotor flux alternates at the slip frequency. The stator core (eddy current) loss is
approximated by

P siron = k′eω
2Φ2 ≈ ω2Φ2

1
/
k′e

=
ω2Φ2

rm
, (8.4)

where Φ is the air gap flux. Since ωΦ represents the airgap voltage, 1/k′e has the
dimension of resistance. Letting rm = 1/k′e, the eddy current loss can described by
a parallel resistor with the magnetizing inductor, Lm.

Denote the magnetizing current by

isdqm = isdm + jisqm,

where isdm = isds + ejωr isdr and isqm = isqs + ejωr isqr. Then, the stationary IM model
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(4.27) is rewritten as

vsds = rsi
s
ds + Lls

disds
dt

+ Lm
disdm
dt

(8.5)

vsqs = rsi
s
qs + Lls

disqs
dt

+ Lm
disqm
dt

(8.6)

0 = rri
s
dr + Llr

disdr
dt

+ Lm
disdm
dt

+ ωrLlrdi
s
qr (8.7)

0 = rri
s
qr + Llr

disqr
dt

+ Lm
disqm
dt

− ωrLlrdi
s
dr. (8.8)

Note that the redundant variables, isdm and isqm are utilized in (8.5)–(8.8). Trans-
forming (8.5)−(8.8) into the synchronous frame, we obtain

veds = rsi
e
ds + Lls

dieds
dt

− ωeLlsi
e
qs + vedm, (8.9)

veqs = rsi
e
qs + Lls

dieqs
dt

+ ωeLlsi
e
ds + veqm, (8.10)

0 = rri
e
dr + Llr

diedr
dt

− ωslLlri
e
qr + vedm, (8.11)

0 = rri
e
qr + Llr

dieqr
dt

+ ωslLlri
e
dr + veqm, (8.12)

where

vedm = Lm
diedm
dt

− ωeLmi
e
qm (8.13)

veqm = Lm
dieqm
dt

+ ωeLmi
e
dm. (8.14)

The eddy current loss can be included such that

iedqs + iedqr =
1

rm

(
Lm

diedqm
dt

)
+ iedqm. (8.15)

Note from (8.15) that iedqs+ iedqr is split into two parts: the real magnetizing current
and the loss current that is determined by the air gap voltage.

8.2.2 Loss Model Simplification

A problem with the previous loss model is the complexity caused by the additional
current equation, (8.15). To circumvent this complexity, model simplification meth-
ods were proposed. A typical method was to ignore the leakage inductances [8]. Such
simplification may be effective in a low-frequency region. However, as the velocity
increases, the voltage drop over the leakage inductance becomes significant. For
example, it takes 40 ∼ 50% of the rated voltage in a high-speed region. Therefore,
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ignoring the leakage inductance will result in a significant error when calculating the
loss.

Note however that iedqs + iedqr ≈ iedqm, since the loss current is small compared

with the magnetizing current, i.e.,
∣∣∣ 1
rm
Lm

diedqm
dt

∣∣∣≪ |iedqr|. Lim and Nam [9] described

the loss current with the use of an additional (dependent) voltage source, i.e., they
let the loss current be vdqm

/
rm, where vdqm = vdm+jvqm is a virtual voltage source

whose level is determined according to

vdm = Lm
d(ieds + iedr)

dt
− ωeLm

(
ieqs + ieqr

)
(8.16)

vqm = Lm
d(ieqs + ieqr)

dt
+ ωeLm

(
ieds + iedr

)
. (8.17)

Fig. 8.4 shows Lim and Nam’s simplified IM model. Nothing is altered in the main
motor part. But to reflect the iron (eddy current) loss, an additional voltage source
and a resistance are introduced. However, the loss, (v2dm+ v2dm)

/
rm, will be counted

as the iron loss of the IM.

+-

+

-

+ -

+

Figure 8.4: Simplified IM model with iron (eddy current) loss.

8.2.3 Loss Calculation

The rotor field-oriented scheme is realized by aligning the reference frame on the
rotor flux axis. Then, λqr = λ̇qr = 0. Substituting iedr = (λedr − Lmi

e
ds)
/
Lr and

ieqr = −(Lm
/
Lr)i

e
qs into (8.16) and (8.17), we obtain

vdm =
LmLlr
Lr

dieds
dt

+
Lm
Lr

dλedr
dt

− ωe
LmLlr
Lr

ieqs (8.18)

vqm =
LmLlr
Lr

dieqs
dt

+ ωe
Lm
Lr

(Llri
e
ds + λedr). (8.19)

In the steady-state,
dieds
dt =

dieqs
dt =

dλedr
dt = 0. Further, iedr = 0, since λedr = Lmi

e
ds.

Therefore, in the steady-state we have

V e
dm = −ωe

LmLlr
Lr

ieqs (8.20)

V e
qm = ωe

Lm
Lr

(Llri
e
ds + λedr) = ωeLmi

e
ds. (8.21)
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Then the iron loss is equal to (V e
dm

2 + V e
qm

2)
/
rm. Along with the copper loss, the

total motor losses are equal to

Ploss = rs(i
e
ds

2 + ieqs
2) + rr(i

e
dr

2 + ieqr
2) +

1

rm
(V e
dm

2 + V e
qm

2)

= rs(i
e
ds

2 + ieqs
2) + rr

L2
m

L2
r

ieqs
2 +

1

rm

(
ω2
eL

2
m(
Llr
Lr

)2ieqs
2 + ω2

eL
2
mi

e
ds

2

)
= ieds

2

(
rs +

ω2
eL

2
m

rm

)
+ ieqs

2

(
rs +

rrL
2
m

L2
r

+
ω2
eL

2
mL

2
lr

rmL2
r

)
= Rd(ωe) · ieds

2 +Rq(ωe) · ieqs
2, (8.22)

where

Rd(ωe) = rs +
ω2
eL

2
m

rm
(8.23)

Rq(ωe) = rs +
rrL

2
m

L2
r

+
ω2
eL

2
mL

2
lr

rmL2
r

. (8.24)

Note that Rd(ωe) and Rq(ωe) are the dq-axes equivalent resistors representing the
total losses.

In the rotor field orientation scheme only d–axis current contributes to generating
the flux, while q–axis current makes torque. Specifically, in the q–axes, ieqs is opposite
in polarity to ieqr so that λeqr = 0. In the steady-state, it follows that λedr = Lmi

e
ds.

Hence, the iron loss is mainly caused by the d–axis stator current. Comparing Rd(ωe)
and Rq(ωe), one can notice that Rd(ωe) is dominant over Rq(ωe), as ωe increases.
This is because Llr

/
Lr is very small value in (8.24). Therefore, it motivates us to

reduce the d–axis current(or flux level) for the loss minimization. However, too much
decrease in ieds (or λ

e
dr) leads to extremely large ieqs for a desired torque production,

yielding a great copper loss. Hence, a compromise between the iron loss and copper
loss needs to be made for optimal operation.

8.2.4 Optimal Solution for Loss-Minimization

The electro-magnetic torque in the rotor field-oriented scheme at steady-state is
given by

Te =
3

2

P

2

Lm
Lr

λedri
e
qs = Kti

e
dsi

e
qs, (8.25)

where Kt =
3
2
P
2
L2
m
Lr

. As was stressed in the previous, the iron loss is closely related to
the flux level, i.e., ieds, while the copper loss is related to the ieqs. Hence, depending
on the operating condition, loss-minimizing choice of ieds and ieqs differs. In this
section we consider deriving the optimal choice for (ieds, i

e
qs) under voltage and current

constraints based on the loss model derived in the previous.
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Since there is a rated flux level for each motor, the d–axis current constraint also
needs to be limited below a rated value.

ieds ≤ Idn, (8.26)

where Idn is a rated d–axis current.
The aim is to find an optimum flux level that minimizes the loss while producing

a desired torque Te under the voltage and current constraints. Specifically, it is
to minimize Ploss subject to equality constraint Te − Kti

e
dsi

e
qs = 0 and inequality

constraints:

Minimize Ploss subject to Kti
e
dsi

e
qs − Te = 0,

(ωeLsi
e
ds)

2 + (ωeσLsi
e
qs)

2 ≤ V 2
max,

ieds
2 + ieqs

2 ≤ I2max,

ieds ≤ Idn.

It leads us to apply the Kuhn−Tucker theorem. First, the cost function is defined
by

J(ieds, i
e
qs) = Ploss(i

e
ds, i

e
qs) + λ1 · (Kti

e
dsi

e
qs − Te)

+ µ1 · {(ωeLsieds)2 + (ωeσLsi
e
qs)

2 − V 2
max}

+ µ2 · (ieds
2 + ieqs

2 − I2max) + µ3 · (ieds − Idn), (8.27)

where λ1, µ1 ≥ 0, µ2 ≥ 0 and µ3 ≥ 0 are the Lagrange multipliers. We define regions
in (ieds, i

e
qs) space such that

Uv = {(ieds, ieqs)
∣∣ (ωeLsieds)2 + (ωeσLsi

e
qs)

2 ≤ V 2
max} (8.28)

Uc = {(ieds, ieqs)
∣∣ ieds2 + ieqs

2 ≤ I2max}, (8.29)

Ud = {(ieds, ieqs)
∣∣ 0 ≤ ieds ≤ Idn}. (8.30)

Note that each boundary of Uv, Uc, and Ud consists of regular points. The minimum
point is found under the following conditions:

∂J(ieds, i
e
qs)

∂ieds
= 2Rdi

e
ds + λ1Kti

e
qs + µ12ω

2
eL

2
si
e
ds + µ22i

e
ds + µ3 = 0, (8.31)

∂J(ieds, i
e
qs)

∂ieqs
= 2Rqi

e
qs + λ1Kti

e
ds + µ12ω

2
eL

2
sσ

2ieqs + µ22i
e
qs = 0, (8.32)

∂J(ieds, i
e
qs)

∂λ1
= Kti

e
dsi

e
qs − Te = 0, (8.33)

µ1 · ((ωeLsieds)2 + (σωeLsi
e
qs)

2 − V 2
max) = 0, (8.34)

µ2 · (ieds
2 + ieqs

2 − I2max) = 0, (8.35)

µ3 · (ieds − Idn) = 0. (8.36)
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Conditions (8.34), (8.35), and (8.36) require that either µ1 = µ2 = µ3 = 0 when
(ieds, i

e
qs) is in the interior, or (ieds, i

e
qs) is on the boundary. Depending on the location

of the solution curves, the optimal solutions are classified into 4 parts [9]:

i) Interior points : (ieds, i
e
qs) ∈ {Uv ∩ Uc ∩ Ud}

At an interior point, µ1 = µ2 = µ3 = 0. The solution follows straightforwardly
from (8.31), (8.32), and (8.33), that is to say;

2Rdi
e
ds + λ1Kti

e
qs = 0, (8.37)

2Rqi
e
qs + λ1Kti

e
ds = 0, (8.38)

Kti
e
dsi

e
qs − Te = 0, (8.39)

such that

(ieds, i
e
qs) =

( (
Rq(ωe)T

2
e

Rd(ωe)K
2
t

)1/4

,

(
Rd(ωe)T

2
e

Rq(ωe)K2
t

)1/4
)
. (8.40)

At this time, λ1 = 2
√
Rd(ωe)Rq(ωe)

/
Kt.

ii) Points on the boundary ∂Ud (d–axis current limit)

We denote by ∂Ud the boundary of the closure of Ud. For points on ∂Ud, λ1 ̸= 0,
µ3 ̸= 0 while µ1 = µ2 = 0. Hence, solving ∂J

/
∂ieds = ∂J

/
∂ieqs = 0, ieds = Idn, and

(8.33), we obtain

(ieds, i
e
qs) =

(
Idn,

Te
KtIdn

)
. (8.41)

iii) Points on the boundary ∂U c (Current limit)

Note that λ1 ̸= 0, µ2 ̸= 0 while µ1 = µ3 = 0 for points on ∂U c. Solving
∂J
/
∂ieds = ∂J

/
∂ieqs = 0, ieds

2 + ieqs
2 = I2max and (8.33), we obtain

(ieds, i
e
qs) =


√
I2max − (I4max − 4T 2

e /K
2
t )

1
2

√
2

,

√
I2max + (I4max − 4T 2

e /K
2
t )

1
2

√
2

 .

(8.42)

iv) Points on the boundary ∂Uv (Voltage limit)

Note that λ1 ̸= 0, µ1 ̸= 0 while µ2 = µ3 = 0 for points in ∂Uv. Solving
∂J
/
∂ieds = ∂J

/
∂ieqs = 0, (ωeLsi

e
ds)

2 + (ωeσLsi
e
qs)

2 = V 2
max, and (8.33), we obtain

(ieds, i
e
qs) = (8.43)


√
V 2
max + (V 4

max − 4ω4
eσ

2L4
sT

2
e /K

2
t )

1
2

√
2ωeLs

,

√
V 2
max − (V 4

max − 4ω4
eσ

2L4
sT

2
e /K

2
t )

1
2

√
2ωeσLs

 .
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Region Separated by Different Constraints

The maximum output torque and power of the machine are ultimately limited by
the allowable inverter (source) current and voltage rating. Due to the presence of
the voltage and currents limits, the torque vs. speed curve is plotted as Fig. 8.5.
The torque-speed plane is divided into three regions as discussed in Section 5.4.
Note that ωn is called the rated speed or the based speed, and ωps represents the
boundary speed between Region II and Region III. They are calculated such that

ωn =
Vmax√

L2
sI

2
dn + σ2L2

s(I
2
max − I2dn)

(8.44)

ωps =

√
L2
s + σ2L2

s

2σ2L4
s

Vmax
Imax

. (8.45)

The maximum available torques in each region are expressed such that

Tm1 = KtIdn

√
I2max − I2dn, (8.46)

Tm2 = Kt

√
(Vmax/ωe)2 − (σLsImax)2

L2
s − σ2L2

s

√
(LsImax)2 − (Vmax/ωe)2

L2
s − σ2L2

s

, (8.47)

Tm3 = Kt
Vmax√
2ωeLs

Vmax√
2ωeσLs

. (8.48)

T
o

rq
u

e
 (

p
.u

.)

Const.

torque

Const.

power

Const.

power x speed

Region I Region II Region III

Speed
0

1

Figure 8.5: Maximum torque plot versus speed.

Fig. 8.5 represents the output (or load) torque at fixed speeds, i.e., 0.5ωn, 2ωn,
and 4ωn. The corresponding contours are shown in Fig. 8.6 (a), 8.6 (b), and 8.6 (c),
respectively. In Region I, the maximum torque Tm1 is determined by the rated dq-
axes currents at the rated speed. In Region II, the maximum torque Tm2, being
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Current limit Current limit

Const. 

torqueConst. torque

Voltage limit

Voltage

 limit
Current limit

Voltage limit

(a) (b) (c)

Figure 8.6: Optimal trajectories at constant speeds while the load torque increases:
(a) ω = 0.5ωn in Region I, (b) ω = 2ωn in Region II, and (c) ω = 4ωn in Region III.

a function of ωe, is determined by the intersecting point between the voltage limit
curve and the current limit curve. As the frequency increases, the ellipse representing
the voltage limit shrinks down gradually. Therefore, level of the intersecting point
Tm2, shown in Fig. 8.6 (b), decreases with ωe. At some high speed, the osculatory
point between torque and voltage limit curves lies inside the current limit circle.
This characterizes Region III. Hence, in Region III the maximum torque boundary
Tm3 has nothing to do with the current limit.

Optimal Constant Speed Contours versus Load Torque

In this section, we consider the optimal constant speed contours versus load torque
in each speed region. The case differs whether the curve is in the interior or on
the boundary. If an operating point in the interior of the constraint curves, the
loss-minimizing current level for a given torque and speed is given by (8.40). From
(8.40), the following linear relationship is obtained:

ieds = γ(ωe)i
e
qs =

√
Rq(ωe)

Rd(ωe)
ieqs, (8.49)

where γ(ωe) ,
√
Rq(ωe)

/
Rd(ωe). This implies that the flux level needs to increase

or decrease linearly with the torque. This linear relationship is shown as the linear
segments of the trajectories in Fig. 8.6. Note also that the slope γ(ωe) decreases as
ωe increases. However, after it hits the d–axis current constraint at Tp1, it stays on
the d–axis current limiting boundary, ∂Ud until it reaches the boundary ∂U c of the
current limit. This states that once d–axis current reaches the rated value Idn, the
torque increases further only by an increase in the q–axis current. Since Tp1 is the
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crossing point, it can be found by solving (8.41) and (8.49) such that

Tp1(ωe) = KtIdnIdn

√
Rd
Rq

= Kt

√
Rd
Rq
I2dn. (8.50)

In Region II where ωe > ωn, the same linear relationship (8.49) between ieds and
ieqs holds if the load torque is low, i.e., in interior region. Since Tp2 is the point where
the linear curve intersects the voltage limit ellipse, it follows from (7.50), (8.25), and
(8.49) that

Tp2(ωe) = Kt

√
RqRdV

2
max

(Rq +Rdσ2)ω2
eL

2
s

. (8.51)

The maximum torque Tm2 is determined by the crossing points of the voltage limit
curve ∂Uv and the current limit curve ∂U c. From Tp2 to Tm2, the optimal trajectory
of the torque at a fixed speed lies on the voltage limit ellipse (8.43). However, if
ωe increases in Region II, the values (ieds, i

e
qs) of the crossing point reduce with the

shrink of the ellipse. A reduction of the crossing point values corresponds to the
decrease of the maximum torque Tm2 with the speed, as shown in Fig. 8.6 (b).

In Region III, ωe is larger than ωps. Then, the ellipse shrinks further so that the
maximum torque Tm3 given in (8.48) is determined not by the current limit curve,
but only by the voltage limit curve, as shown in Fig. 8.6 (c). Eventually, the voltage
limit ellipse lies inside the current limit circle completely as ωe increases.

Tp3(ωe) = Kt

√
RqRdV

2
max

(Rq +Rdσ2)ω2
eL

2
s

. (8.52)

One can note from (8.48) that the product of maximum torque Tm3 and speed
squared is constant in Region III. Since the power is a product of torque and speed,
the product of torque and speed squared being constant is equivalent to saying
that the product of power and speed is constant. Hence, Region III is often called
constant power-speed limit region.

8.2.5 Experimental Results

Table 8.1 shows parameters used in the experiment. Fig. 8.7(a) and (b) show the
experimental results of torque, speed, flux, and loss when the torque command
changes from 20 to 0 and from 0 to −20 N.m. Fig. 8.7(a) shows the responses of
the conventional vector control without a loss minimization control. Because of the
field-weakening profile, the flux level is slightly decreased from the rated flux level
0.8 Wb when the motor rotates above the rated speed (1800rpm). At steady-state
with 2000rpm, the power loss of the motor is about 200W. Fig. 8.7(b) shows the
responses of the proposed loss-minimizing control (LMC). The flux level is changed
according to the torque and speed for the loss minimization. One can note that the
significant loss reduction is observed in steady-state operation region.
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Table 8.1: The parameters of the induction motor used in experiments.

Motor rating 9kW (4-pole) Current rating 20A

Voltage rating 400V Rated speed 1750rpm

rs 0.399 Ω rr 0.3538 Ω

rm 650 Ω Ls 59.327 mH

Lr 60.448 mH Lm 56.646 mH
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Figure 8.7: Experimental results of torque, speed, flux, and loss when the torque
command changes from 20 to 0 and from 0 to −20 Nm: (a)Conventional vector
controller and (b)loss minimization control.

Fig. 8.8(a) and (b) show the experimental results speed, torque, flux, and loss
when the speed command is kept at 1000rpm and the load torque changes from 0 to
20 Nm. Fig. 8.8(a) shows the responses of the conventional vector control method,
while Fig. 8.8(b) shows those of the proposed LMC. When the load torque is 20 Nm,
the power losses of the two methods are almost the same with 230 W; however, when
the load torque is zero, the loss of the proposed method is reduced about 100 W.

8.3 Loss-Minimizing Control for IPMSMs

In the IPMSMs, torque is also dependent on the d–axis current. Therefore, like
induction motors, there are numerous ways of combining dq-axes currents for a
constant torque production. But, the loss is different for each current set, (ied, i

e
q).

Hence, the LMC of an IPMSM is a control method that controls torque with the
current sets that minimize the loss. The solution derivation process of the IPMSM is
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Figure 8.8: Experimental results of speed, torque, flux, and loss when the speed
command is kept at 1000rpm and the load torque changes from 0 to 20 Nm: (a)
conventional vector controller and (b) loss minimization control.

similar that of the induction motor. But the torque equation and voltage constraint
are different. Further, negative d–axis current is utilized in the IPMSM.

Nakamura et al. [10] utilized the fact that high-efficiency is obtained at the
unity power factor condition in the design of a controller for the PMSM. Morimoto
et al. [11] established a loss-minimizing control based on an equivalent circuit that
contained an iron loss model, as well as a copper loss model. Taking differentiation
of the loss function, the d–axis current yielding the minimum loss was obtained.
Bianchi et al. [14] searched the maximum torque experimentally when the current
magnitude was fixed.

Gallegos-Lopez et al. [13] proposed an idea of extending maximum torque per
ampere (MTPA) to the field-weakening region with a focus on automotive appli-
cation. However, the iron loss was not properly considered. Cavallaro et al. [12]
developed an on-line loss-minimizing algorithm based on the loss model of Morimoto
[11].

In the following, a Lagrange equation is utilized in finding the loss-minimizing
solution. The loss-minimizing solutions for different torque and speed are made into
a look-up table, and based on that a loss-minimizing control (LMC) is developed.
A similar method based on approximate analytical solutions was presented in [15].

8.3.1 PMSM Loss Equation and Flux Saturation

For the mathematical treatment, the losses are modeled as follows:
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1) Copper Loss:
Copper loss is caused by the stator coil resistance rs:

Pcu =
3

2
rsI

2
s =

3

2
rs(i

2
d + i2q). (8.53)

2) Iron Loss:
Iron loss consists of hysteresis loss and eddy current loss. Here, the total iron loss
is simply modeled as

Piron = cfeω
γ(λ2d + λ2q), (8.54)

where γ = 1.5 ∼ 1.6 and cfe = 1.5 ∼ 1.6.
3) Stray Loss:
The stray losses are due to the higher winding space harmonics and slot harmonics.
These losses take place in the surface layers of the stator and rotor adjacent to the
air gap and in the volume of the teeth. The calculation of stray losses is difficult
and does not guarantee a satisfactory accuracy. In practice, the stray losses are
evaluated as

Pstr = cstrω
2(i2d + i2q), (8.55)

where cstr is the stray loss coefficient [3].
Summing the above losses, the total loss Pt is equal to

Pt = Pcu + Piron + Pstr

= (
3

2
rs + cstrω

2)(i2d + i2q) + cfeω
γ(λ2d + λ2q)

= k1(ω)i
2
d + k2(ω)i

2
q + k3(ω)id + k4(ω) (8.56)

where

k1(ω) =
3

2
rs + cfeω

γL2
d + cstrω

2,

k2(ω) =
3

2
rs + cfeω

γL2
q + cstrω

2,

k3(ω) = 2cfeω
γLdψm,

k4(ω) = cfeω
γψ2

m .

Hereforth, illustrations are made with an example electric vehicle (EV) motor. Its
picture and parameters are listed in Fig. 8.9 and Table 8.2.

The stator flux is proportional to the stator current. However, as the current
increases, core saturation develops gradually. Fig. 8.10 shows the measured values
of fluxes by utilizing the steady-state relations:

λd =
1

ω
(vq − rsiq),

λq = − 1

ω
(vd − rsiq) .
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Figure 8.9: Example EV propulsion motor.

Table 8.2: Parameters and coefficients of a PMSM for FCEV

Input DC link voltage [V] 240
Maximum output power [kW] 80

Maximum torque [Nm] 220
Maximum speed [rpm] 11000

Maximum phase current [A] 400
Rated output power [kW] 40

Rated torque [Nm] 133
Rated speed [rpm] 2600

Rated phase current [A] 216
Number of pole (P ) 6

Permanent magnet flux (λm) [Wb] 0.07
Number of stator slot 54

Switching frequency [kHz] 8
nominal d axis inductance (Ld) [uH] 375
nominal q axis inductance (Lq) [uH] 835

stator resistance (rs) [mΩ] 29.5
coefficient of iron loss (Cfe) 2.1× 10−2

coefficient of stray loss (Cstr) 6.5× 10−9

coefficient of q axis inductance (α) 4.85× 10−4

But some values corresponding to high currents (
√
i2d + i2q ≥ 500A) are extrapolated

with the data obtained from FEM calculation. Note that almost no saturation in
λd takes place along d–axis current. However, saturation in λq becomes apparent as
iq increases.

Based on the above measured values of flux linkage, the inductances are calcu-
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(measured)

[Wb][Wb]

(measured)

Figure 8.10: Measured stator flux linkages versus dq-axes current (a) d-axis flux
linkage, (b) q-axis flux linkage.

lated via numerical differentiation:

Ld =
∂λd
∂id

≈ ∆λd
∆id

∣∣∣∣
iq=const.

,

Lq =
∂λq
∂iq

≈ ∆λq
∆iq

∣∣∣∣
id=const.

. (8.57)

Ldq =
∂λd
∂iq

≈ ∆λd
∆iq

∣∣∣∣
id=const.

,

Lqd =
∂λq
∂id

≈ ∆λq
∆id

∣∣∣∣
iq=const.

. (8.58)

Fig. 8.11 shows the plots of inductances versus current. Note that Lq > Ld and that
the cross coupling inductances, Ldq and Lqd, are small enough to be neglected. The
saturation effect is noticeable in Lq as iq increases.

To show why Lq > Ld and the saturation effect is more pronounced in q–axis,
FEM simulation results of an example six pole IPMSM are presented in Fig. 8.12.
In the FEM simulations, PMs were not set in the cavities. Fig. 8.12 (a) shows the
flux lines when only the d–axis current is excited, whereas Fig. 8.12 (b) shows the
same when only the q–axis current is excited. Note that the cavities are arranged
in favor of q–axis flux generation. For d–axis flux, the cavities function as barrier.
Therefore, more flux lines are formed when q–axis current flows, and it substantiates
Lq > Ld. Further, it also tells that the possibility of core saturation is higher with
ieq.
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Fig. 8.11 shows inductances versus current obtained by processing the experimen-
tal data according to (8.57). Almost no saturation is observed in Ld. As indicated
in Fig. 8.11 (b), the variation in Lq is approximated by a linear function in iq such
that

Lq = Lq0(1− αiq), (8.59)

where α > 0 is a constant representing the slope.

]A[qi

qL

dqL

)1( qq0q iLL α−=

(b)

]A[di

dL

qdL

(a)

Figure 8.11: Measured values of (a) Ld and Lqd versus id when iq = 160A, (b) Lq
and Ldq versus iq when id = −160A.

(a) (b)

D axis Q axis

Figure 8.12: Flux lines excited by (a) ied and (b) ieq.

8.3.2 Solution Search by Lagrange Equation

To produce a requested torque T0 for a given speed ω, there are numerous choices
for (id, iq). But, we consider the loss-minimizing current set (id, iq) for a given
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torque value T0 and speed ω. Further, there are voltage and current limits. The loss
minimization is formulated as

Minimize Pt(id, iq) = (
3

2
rs + cstrω

2)(i2d + i2q) + cfeω
γ((Ldid + ψm)

2 + L2
qi

2
q)

subject to
3P

4
(ψmiq + (Ld − Lq)idiq)− T0 = 0, (8.60)

(Ldid + ψm)
2ω2 + ω2(Lqiq)

2 ≤ V 2
max, (8.61)

i2d + i2q ≤ I2max. (8.62)

Since the loss-minimizing control problem is an optimization under inequality con-
straints, one may need to apply Kuhn−Tucker theorem. However, we separate the
cases depending whether the optimal solution is found on the boundary or in the
interior of the constraints.

First, we just consider the optimization in the interior. Let the Lagrangian be
defined by

L(id, iq) = Pt(id, iq) + µ(Te − T0)

where µ is the Lagrangian multipliers. The necessary conditions for the existence of
the optimal solution are

∂L(id, iq)

∂id
= 3rsid + 2cstrω

2id + 2cfeω
γL2

did

+2cfeω
γLdψm + µ

3P

4
(Ld − Lq)iq = 0, (8.63)

∂L(id, iq)

∂iq
= 3rsiq + 2cstrω

2iq + 2cfeω
γL2

qiq

+µ
3P

4
ψm + µ

3P

4
(Ld − Lq)id = 0. (8.64)

Eliminating µ from (8.63) and (8.64) and substituting
iq = T0

/
3P
4 (ψm + (Ld − Lq)id), we obtain a 4th-order equation [15]:

fω, T0(id) = Ai4d +Bi3d + Ci2d +Did + E = 0 (8.65)
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where

A =
27P 3

64
(Ld − Lq)

3(3rs + 2cstrω
2 + 2cfeω

γL2
d)

B =
27P 3

64
ψm(Ld − Lq)

2(9rs + 6cstrω
2 + 6cfeω

γL2
d

+2(Ld − Lq)cfeω
γLd)

C =
27P 3

64
ψ2
m(Ld − Lq)(9rs + 6cstrω

2 + 6cfeω
γL2

d

+6(Ld − Lq)cfeω
γLd)

D =
27P 3

64
ψ3
m(3rs + 2cstrω

2 + 2cfeω
γL2

d

+6(Ld − Lq)cfeω
γLd)

E =
27P 3

32
ψ4
mcfeω

γLd −
9P

4
(Ld − Lq)rsT

2
0

−3P

2
(Ld − Lq)cstrω

2T 2
0

−3P

2
(Ld − Lq)cfeω

γL2
qT

2
0

Note that all the coefficients A ∼ E contains ω, and that only E includes torque T0.

Fig. 8.13 (a), (b), and (c) show the plots of (8.65) for different torque and speed.
They are close to straight lines in the region where id < 0, so that it is easy to find
the zero crossing points which were marked by “×”. The second row of Fig. 8.13
shows the curves of motor losses Pt versus id along the constant torque lines. The
loss curves were calculated by utilizing (8.56). It should be noted that Pt has the
minimum values where function f crosses zero, as predicted by the necessary con-
ditions (8.60), (8.63), and (8.64) for optimality. That is, minimum values of Pt are
obtained at the id’s satisfying fω, T0(id) = 0. The third row of Fig. 8.13 shows the
plots of constant torque curves in the current plane with current and voltage limits.
The optimal points are also marked by “×”. However, as the speed increases, the
voltage limit curve shrinks. As a result, some solutions located out of the voltage
limit, and marked by “××”. Those points should be replaced by the points on the
boundary. That is, in such cases the solution is found on an intersection of the
voltage limit ellipse and the torque parabola[13]. The solution on the boundary was
marked by “⊗”.

8.3.3 Construction of LMC Look-Up Table

The loss-minimizing solutions need to be prepared as a table a priori. In the follow-
ing, an algorithm of generating the loss-minimizing (id, iq) sets is summarized:

For a given speed ωj , choose a feasible torque T ke from the torque-speed curve,
where “feasible” means that a solution exists within the voltage and current limits.
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Loss Pt  [W]
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id [A]

3000 rpmωr =

(h)

1000 rpmωr =
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(g) (i)

6000 rpmωr =

id [A] id [A]

iq [A] iq [A]

id [A] id [A] id [A]

(a)
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(b)
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(c)

6000 rpmωr =

id [A] id [A] id [A]

Loss Pt  [W] Loss Pt  [W]

f (id)f (id) f (id)

Figure 8.13: Calculated results illustrating how to find the loss-minimizing (id, iq)
for three different speeds: (a), (b), and (c): plot of f(id) for different torques, (d),
(e), and (f): power loss curves along constant torque contours (g), (h), and (i):
constant torque contours in the (id, iq) plane.

For ωj , we denote the region inside a voltage limit by

U jV =

{
(id, iq) | (Ldid + ψm)

2 + (Lqiq)
2 ≤ V 2

max

ω2
j

}
,

where Vmax = VDC/
√
3. A procedure for generating the LMC table consists of two

parts: from the interior points and from the boundary.
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A1 (From interior)

i) Calculate the coefficients A ∼ E of function f utilizing (ωi, T
j
e );

ii) Plot f(id) and find a zero crossing value, ijkd ;

iii) Obtain q–axis current corresponding to ijkd in such a way that

ijkq = 4
3P T

k
e

/(
ψm + (Ld − Lq)i

jk
d

)
;

iv) Check whether or not the current pair satisfies the voltage limit condition, i.e.,

check (ijkd , i
jk
d ) ∈ U jV .

If the solution is outside of the voltage limit, then the solution should be extrap-
olated to the boundary along the constant torque curve and the optimal solution
is found on an intersection point between the torque and the voltage limit curves.
When there are two intersection points, the left side solution will be the optimal
since it has a shorter length. A method of finding the boundary optimal solution
from (ijkd , i

jk
q ) can be summarized as:

A2 (From boundary)

i) Let ijk
′

d = ijkd −∆id;

ii) Find the corresponding q–axis current utilizing

ijkq = 4
3P T

k
e

/(
ψm + (Ld − Lq)i

jk
d

)
;

iii) Check whether (ijk
′

d , ijk
′

d ) ∈ U jV . If “yes,” stop. If “no,” let (ijkd , i
jk
q ) =

(ijk
′

d , ijk
′

q ), and go to Step i).

As we run (A2), the point moves to the left along the constant torque line T je to
the point where the torque line intersects the voltage limit curve.

Repeating algorithms (A1) and (A2) for all feasible (T ke , ωr) under the speed
and current limits, we can construct a look-up table of the optimal current pairs.

8.3.4 LMC-Based Controller and Experimental Setup

Fig. 8.14 shows a PMSM controller, which includes the LMC table. The LMC table
requires torque and speed as the input variables, and provides the optimal current
commands. The LMC table is made for the largest possible DC link voltage in
operation. However, the table output values are checked to find whether or not they
are feasible under a given DC link voltage. If it is not feasible, then the output
values are adjusted according to algorithm(A2). Next, the table output values are
used for the current commands, which minimize the motor loss for a given speed,
torque, and DC link voltage. Conventional PI controllers can be used for d and
q–axis current control along with decoupling and back-EMF compensation.
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Figure 8.14: LMC structure for IPMSM.

The experimental environment is shown in Fig. 8.15. The proposed LMC were
implemented utilizing a floating-point DSP (MPC5554). The PWM switching fre-
quency was selected to be 8kHz and the dead-time 2µs. Current control routine was
carried out every 125µs, and torque command was refreshed at every 1.25ms.

Dynamo

PMSM
Inverter Stack

Control Board
Battery

Figure 8.15: Photograph of the experimental setup.
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The PMSM under test was controlled in a torque mode by an inverter with the
LMC scheme, and the induction motor of the dynamo was controlled in a speed
control mode. A power analyzer monitors the input power (VDC · IDC) at the DC
link. A torque transducer was also installed between the two motors to measure the
output torque. Through multiplying a measured torque by motor speed, mechanical
shaft power (Pout = Te · ωr) was obtained. The motor power loss was calculated
according to

Pt = VDCIDC − Te · ωr − Pinv, (8.66)

where Pinv is the inverter loss. Inverter loss comes from conduction and switching
losses of IGBTs and diodes, i.e., Pinv = PIGBTs + Pdiode, where PIGBTs and Pdiode
are the IGBT and diode losses, respectively. Based on the method proposed in [6],
the IGBT and diodes losses are estimated as follows

PIGBT = 6

{
1

2
DT

(
2
√
2

π
IcV

(on)
ce

)
+

1

2
Etsfsw

}
, (8.67)

Pdiode = 6

{
1

2
(1−DT )

(
2
√
2

π
IcV

(on)
F

)
+

1

2
Errfsw

}
, (8.68)

where V
(on)
ce is the collector-emitter voltage during on-state, DT is an average con-

duction time of IGBT, Ic is the rms value of phase current, Ets is the total switching

loss of IGBT, V
(on)
F is the on-drop voltage of diode, Err is the reverse recovery loss

of diode, and fsw is the PWM switching frequency. Note that DT is dependent on
power factor (cosϕ), and that the conduction times of IGBT and diode appear to be
complementary. For the switching and reverse recovery losses of IGBT and diode,
we utilized the data in the data sheets.

Iron loss coefficient Cfe was selected to be 0.021 based on FEM calculation
results around the nominal operating point, and we let γ = 1.5. It was assumed
that the mechanical losses such as bearing and windage losses are small enough to
be negligible. As a consequence, Pt − Pcu − Pfe would be close to the stray loss,
Pstr. Based on this method, the coefficient, Cstr was selected to be 6.5× 10−9. This
approximation corresponds to a rough estimation, Pstr ≈ 0.03 ∼ 0.05Pout [3], of the
stray loss of small motors.

8.3.5 Experimental Results

The parameters, as well as loss coefficients, cfe and cstr, of the PMSM used in the
experiment are summarized in Table 8.2. Instead of utilizing algorithms (A1) and
(A2), the loss-minimizing current sets can be found by the experimental method
that scans the motor losses over feasible mesh points in the current plane. Fig. 8.16
shows the loss-minimizing currents (id, iq) for different speed and torque conditions
found by an experimental scanning method. Fig. 8.18 shows the colored efficiency
map of the motor. Efficiency ranges above 90% in most torque-speed region, but it
is low in the low-speed/low-torque region.
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Figure 8.16: Loss-minimizing currents (id, iq) for different speed and torque condi-
tions found by an experimental scanning method.

i  [A]d

i  [A]q

1000 rpmωr =

2000 rpmωr =

3000 rpmωr =

6000 rpmωr =

4000 rpmωr =

MPTA

LMC

Figure 8.17: Loss-minimizing (id, iq) under fixed speeds 1000, 3000, and 6000rpm,
while the torque is increasing. Symbols : experimental results, dashed line : com-
puted results.

Fig. 8.17 shows the loss-minimizing (id, iq) under fixed speeds 1000∼6000rpm,
while the torque is increasing. It compares the loss-minimizing data obtained from
the experimental scanning method with those from algorithms (A1) and (A2) (sym-
bols: experimental results, dashed line: computed results). This shows that the two
methods yield the same results. Fig. 8.17 also shows the contour of MTPA. Note
again that MTPA is independent of the speed, and thus it cannot reflect the iron
loss or the stray loss, which are dependent upon the speed. The LMC results at
1000rpm are similar to those of MTPA.

Fig. 8.19 shows the plots of responses to a varying load torque at constant speed
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Efficiency [%]Torque [Nm]

Speed [rpm]

over

under

Figure 8.18: Efficiency map for the IPMSM for EV.

(2000rpm). Note that both id and iq change when torque varies. It displays the
plots of measured shaft power and DC link power. The LMC results were compared
to those of MTPA. Note from Fig. 8.19 (c) that LMC yielded lower loss than MTPA.

Fig. 8.20 shows the responses when the operating points move along the maxi-
mum torque and maximum power contours with the LMC. Fig. 8.20 (b) shows the
current contour in the d, q current plane which corresponds to speed, torque, power,
and loss plots shown in Fig. 8.20 (a). During the period from the origin (start) to the
point O, torque was increased rapidly to the maximum (400A). Then to meet the
power rating of the inverter, the current magnitude was decreased to 300A (Point
P ). Then, the points followed the current limit line with the increase in speed (Point
Q). Fig. 8.20 (c) shows the computed result of the current trajectory.

8.3.6 Summary

The optimal condition ended up with a 4th-order polynomial in id. A zero crossing
point of the polynomial was shown to be the loss-minimizing point. The calculated
minimizing solutions were compared with the values obtained from an experimental
scanning method. The two results agreed in most torque-speed range. In addition,
the loss-minimizing data were made into a look-up table, and used for constructing
an LMC. The proposed LMC provides the loss-minimizing current commands in all
operating ranges.
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Problems

8.1 Consider calculating the eddy current loss of the lamination stack shown in
Fig. 8.3.

a) Consider a narrow loop whose area is 4xy shown in Fig. 8.21. Show

that the EMF around the loop is equal to v =
4L

W/N
x2
dB

dt
.

b) Denote by σ the conductivity of the core material. Assume that
L ≫ W/N and that the loop has incremental width dx. Show that the
resistance of the loop is

rx =
4

σD

L

W/N

x

dx
.

c) Show that the dissipated power, dPxy in each incremental loop is

dPxy =
4σLD

W/N
x3dx

(
dB

dt

)2

.
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x

y

dx

L

D

B(t)

Figure 8.21: A laminated sheet (Problem 8.1).

d) Show that the power loss, Psheet in each sheet is

Psheet =
LσDW 3

16N3

(
dB

dt

)2

.

e) Assume further that field density is given by B(t) = Bm sin(2πft),
where f is a frequency. Show that the total eddy current loss of the
stack is

Pst = N × Psheet =
π2σLDW 3

4N2
f2B2

m cos2(2πft).

f) Show that the average value of Pst is equal to (8.3).

8.2 Derive (8.45) from (5.34) and (5.36).

8.3 Derive (8.47).
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Chapter 9

Sensorless Control of PMSMs

Rotor position information is required for the field orientation control of PMSMs.
But in some applications, installing position sensors makes problems: In some vac-
uum pumps, it is not possible to extend the motor shaft out of the motor housing
due to the sealing problem. In crane and elevator applications, the distance between
the motor and inverter is so far that the sensor signal attenuation and the noise
interference make a problem. In some household appliances such as refrigerators
and air conditioners, the cost pressure forces eliminate the use of speed sensors.
The above problems have motivated the development of sensorless algorithms for
PMSMs, and numerous works have been published.

Sensorless techniques for PMSMs are classified broadly into two types: back EMF
based methods and signal injection methods. Matsui [1] pioneered back EMF based
sensorless controls for PMSMs. Tomita et al.[2] introduced a disturbance observer
for an EMF estimation. Corley and Lorenz [3] proposed a sensorless control that
operated at zero speed with a high frequency current injection and a heterodyne fil-
tering technique. Zhu et al.[6] introduced a sensorless control by signal injection that
considered the cross-coupling magnetic saturation. Aihara et al.[7] combined a signal
injection technique with a back EMF based position estimation method. A sliding
mode current observer was utilized to find out the position and velocity estimates
by Chen et al.[8]. The influence of measurement errors and inverter irregularities on
the performance of the sensorless control was studied by Nahid-Mobarakeh et al.[9].
Xu and Rahman [10] and Liu et al.[11] used an adaptive sliding mode observer with
a simple Kalman filter for the direct torque control of a PMSM. Bolognani et al.[12]
applied the extended Kalman filter to a PMSM sensorless control, and studied a
guideline for choosing the noise covariance matrices. Very recently, Ortega et al.[13]
published a result on the application of a nonlinear observer to SPMSM. They uti-
lized a new state variable and proposed a simple nonlinear state observer. Nonlinear
state observers were utilized for for rotor position estimation in [14], [15]. It is widely
recognized that the back EMF based methods perform relatively well in middle and
high-speed applications. But the major drawback is that they behave poorly at
standstill and in the low-speed region. Further, they are sensitive to inherent motor
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torque ripple and noises. But with high-frequency signal injection methods, full
torque-zero speed operation is feasible at the cost of probing signal power.

9.1 IPMSM Dynamics a Misaligned Frame

Since the exact rotor angle is not known, the field-oriented control must be con-
structed based on an angle estimate. The PMSM dynamics in a misaligned coordi-
nate frame carries the additional voltage terms caused by the angle estimation error.
The additional terms look like unknown nonlinear disturbances to the system. Cer-
tain types of observers are utilized to estimate the terms which contain the angle
error.

Denote by θe an angle estimate. The variables based on θe are marked by
overline’s. Let

∆θe = θe − θe, (9.1)

∆ωe = ωe − ωe . (9.2)

Fig. 9.1 shows aligned and misaligned axes and the angle error.

aligned

d-axis

aligned

q-axis

misaligned

d-axis

N

S

misaligned

q-axis

estimated 

angle

Figure 9.1: Misaligned (tilted) dq-frame.

An IPMSM model with respect to θe is developed in the following. Recall from
(6.29) that the flux in the stationary frame is equal to

λsdq = Lsi
s
dq −

3

2
Lδe

j2θeis∗dq + ψme
jθe , (9.3)

where Ls =
3
2Lss + Lls. Transforming the flux (9.3) to the frame of ejθe , we obtain

λ
e
dq ≡ e−jθeλsdq = Lse

−jθeisdq −
3

2
Lδe

j(2θ−θe)(isdq)
∗ + ψme

−j∆θe .
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Defining the current in the reference frame by i
e
dq = e−jθeidq, we have

λ
e
dq = Lsi

e
dq −

3

2
Lδ(i

e
dq)

∗e−j2∆θe + ψme
−j∆θe .

Therefore,

jωeλ
e
dq = jωeLsi

e
dq − jωe

3

2
Lδ(i

e
dq)

∗e−j2∆θe + jωeψme
−j∆θe (9.4)

pλ
e
dq = Lspi

e
dq −

3

2
Lδ(pi

e
dq)

∗e−j2∆θe + 3Lδj∆ωe(i
e
dq)

∗e−j2∆θe − j∆ωeψme
−j∆θe .

(9.5)

Substituting (9.4) and (9.5) into (6.17), it follows that[
ved
veq

]
= rs

[
i
e
d

i
e
q

]
+

[
Ls − 3

2Lδ cos 2∆θe
3
2Lδ sin 2∆θe

3
2Lδ sin 2∆θe Ls +

3
2Lδ cos 2∆θe

]
d

dt

[
i
e
d

i
e
q

]
+(3∆ωe −

3

2
ωe)Lδ

[
sin 2∆θe cos 2∆θe
cos 2∆θe − sin 2∆θe

] [
i
e
d

i
e
q

]
+ωeLs

[
−ieq
i
e
d

]
+ ωeψm

[
sin∆θe
cos∆θe

]
(9.6)

Note that the misaligned equation (9.6) is the same as the stationary IPMSM model,
(6.32), if ∆θe = −θ, ∆ωe = −ω, and ωe = 0. That is, if the misaligned angle is equal
to the rotor angle, then the synchronous IPMSM model turns out to be stationary
IPMSM model.

9.1.1 Different Derivation of the Misaligned Model

Note again that

eJ∆θe =

[
cos∆θe sin∆θe
− sin∆θe cos∆θe

]
for J =

[
0 1
−1 0

]
.

Denote the voltage and current vectors in the misaligned frame by vedq = eJ∆θevedq
and i

e
dq = eJ∆θeiedq as in (9.34). Then, the IPMSM dynamics in the misaligned

coordinate is written as

vedq = eJ∆θe
[
rs + pLd −ωeLq
ωeLd rs + pLq

]
e−J∆θei

e
dq + eJ∆θe

[
0

ωeψm

]
. (9.7)

In some literature, the following notations are used:

Lav ≡ Ld + Lq
2

= Ls,

Ldf ≡ Lq − Ld
2

=
3

2
Lδ.
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Then,

eJ∆θe
[
pLd 0
0 pLq

]
e−J∆θei

e
dq

= ∆ωe

[
Ldf sin 2∆θe −Lav + Ldf cos 2∆θe

Lav + Ldf cos 2∆θe −Ldf sin 2∆θe

] [
i
e
d

i
e
q

]
+

[
Lav − Ldf cos 2∆θe Ldf sin 2∆θe

Ldf sin 2∆θe Lav + Ldf cos 2∆θe

] [
pi
e
d

pi
e
q

]
.

Similarly, it follows that

eJ∆θe
[

0 −ωeLq
ωeLd 0

]
e−J∆θei

e
dq

= (ωe −∆ωe)

[
−Ldf sin 2∆θe −Lav − Ldf cos 2∆θe

Lav − Ldf cos 2∆θe Ldf sin 2∆θe

] [
i
e
d

i
e
q

]
.

Then,

∆ωe

[
Ldf sin 2∆θe −Lav + Ldf cos 2∆θe

Lav + Ldf cos 2∆θe −Ldf sin 2∆θe

] [
i
e
d

i
e
q

]
+(ωe −∆ωe)

[
−Ldf sin 2∆θe −Lav − Ldf cos 2∆θe

Lav − Ldf cos 2∆θe Ldf sin 2∆θe

] [
i
e
d

i
e
q

]
= Ldf (2∆ωe − ωe)

[
sin 2∆θe cos 2∆θe
cos 2∆θe − sin 2∆θe

] [
i
e
d

i
e
q

]
+ ωeLav

[
−ieq
i
e
d

]
.

Now, it is obvious that the above derivation yields the same equation as (9.6). For
a more compact representation, let

Lα = Lav − Ldf cos 2∆θe

Lβ = Lav + Ldf cos 2∆θe

Lγ = Ldf sin 2∆θe.

Then, the IPMSM model in a misaligned coordinate is

vedq = Z i
e
dq + (ωe − 2ωe)LdfU− ωeLavJ i

e
dq + e (9.8)

where

Z =

[
rs − ωeLγ + Lαp −ωeLβ + Lγp
ωeLα + Lγp rs + ωeLγ + Lβp

]
,

U =

[
sin 2∆θe cos 2∆θe
cos 2∆θe − sin 2∆θe

]
,

e = ωeψm

[
sin∆θe
cos∆θe

]
.
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The stationary IMPSM model can be derived from (9.8) by fixing the misaligned
(tilted) frame. That is, the stationary IMPSM model is obtained by letting ωe = 0
and θe = 0:

vsdq =
(
Z|ωe=0

)
isdq − 2ωeLdf U|θe=0 + ωeψm

[
− sin θe
cos θe

]
= rsi

s
dq +

[
Ls − 3

2Lδ cos 2θe −3
2Lδ sin 2θe

−3
2Lδ sin 2θe Ls +

3
2Lδ cos 2θe

]
d

dt
isdq

−3ωeLδ

[
− sin 2θe cos 2θe
cos 2θe sin 2θe

]
+ ωeψm

[
− sin θe
cos θe

]
. (9.9)

Note that the resulting equation (9.9) is the same as (6.32).

9.2 Sensorless Control for SPMSMs

Two sensorless algorithms for SPMSM are illustrated in the following: One is Or-
tega’s sensorless algorithm utilizing a nonlinear observer for stationary SPMSM
model. The other one is Matsui’s original sensorless algorithm that is still being
used in home appliances.

9.2.1 Ortega’s Nonlinear Observer for Sensorless Control

Recall from (6.3) that the P -pole SPMSM dynamics in the stationary frame is

Ls
d

dt

[
isd
isq

]
= −rs

[
isd
isq

]
− ωeψm

[
− sin θe
cos θe

]
+

[
vsd
vsq

]
(9.10)

Te =
3P

4
ψm(i

s
q cos θe − isd sin θe). (9.11)

Since the back EMF term contains the information of θe, the goal is to estimate
[− sin θe, cos θe]

T using is and vs.
Ortega et al. [13] developed a nonlinear observer for (9.10), which involves a

coordinate change. A new state variable is defined such that

x = Ls

[
isd
isq

]
+ ψm

[
cos θe
sin θe

]
. (9.12)

Let

y ≡ −rs
[
isd
isq

]
+

[
vsd
vsq

]
. (9.13)

Note that y does not include any unknown terms, and thereby is available for mea-
surement for all time. Then it follows from (9.10) and (9.12) that

ẋ = Ls
d

dt

[
isd
isq

]
− ωeψm

[
sin θe

− cos θe

]
= y. (9.14)
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Define a function η : IR2 → IR2 as

η(x) ≡ x− Ls

[
isd
isq

]
= +ψm

[
cos θe
sin θe

]
. (9.15)

Then, the Euclidean norm is equal to

∥η(x)∥2 = ψ2
m. (9.16)

The nonlinear observer is proposed as

˙̂x = y +
γ

2
η(x̂)[ψ2

m − ∥η(x̂)∥2], (9.17)

where x̂ ∈ IR2 is the observer state variable and γ > 0 is the observer gain. Note
that the distance, ψ2

m−∥η(x̂)∥2 from a circle is used as a steering term for observer
state, x̂. Let the observation error be defined by

χ ≡ − 1

ψm
eJθe(x̂− x). (9.18)

Theorem 9.1 [13]
Consider the SPMSM model, (9.12) and (9.14), and a nonlinear observer, (9.15)
and (9.17). The observation error χ defined by (9.18) converges asymptotically to
the disk {χ ∈ IR2| ∥χ∥ ≤ 2} as t→ ∞.

The observer state, x̂, evolves according to (9.17). But it satisfies a condition,
∥χ∥ ≤ 2. It carries an important meaning: Temporarily, we let for some (ξ1, ξ2) ∈
IR2

x̂ = Ls

[
isd
isq

]
+ ψm

[
ξ1
ξ2

]
. (9.19)

Since ∥eJθe∥ = 1, it follows from (9.18), (9.12), and (9.19) that

2 ≥ ∥χ∥ =
1

ψm
∥x̂− x∥ =

∥∥∥∥[ξ1 − cos θe
ξ2 − sin θe

]∥∥∥∥ .
Graphically, 2 ≥ ∥χ∥ forces to satisfy a necessary condition that (ξ1, ξ2) is in the
unit circle centered at the origin, i.e., ξ21 + ξ22 = 1. At this state, we may rewrite
ξ1 = cos θ̂2 and ξ2 = sin θ̂2, i.e.,

x̂ = Ls

[
isd
isq

]
+ ψm

[
cos θ̂e
sin θ̂e

]
. (9.20)

Then, an angle estimate could be obtained from x̂ such that

θ̂e = tan−1

(
x̂2 − Lsi

s
q

x̂1 − Lsisd

)
. (9.21)
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Remark
Since the above nonlinear observer is constructed based on the stationary model, it
does not require speed information in the construction of an observer. This is an
advantage when it is compared with the observer (9.24) constructed on a synchronous
frame. See for example [1],[9].

Angle and Speed Estimation

To construct a speed controller or to compensate the cross coupling voltages, ωeLsi
s
d

and ωeLsi
s
q, it is necessary to estimate the speed. Some observers require the use of

speed estimates (see Problem 9). But it is not good to obtain a speed estimate by
the numerical differentiation of the position estimates.

In this part, a phase locked loop (PLL) type speed estimator is constructed from
angle error, θe− θe. Fig. 9.2 shows a block diagram of a PLL used for speed estima-
tion [16],[17]. It is basically a tracking controller consisting of a PI regulator and an
integrator. Recall from Chapter 1 that PI controllers have the ability of suppressing
error under the presence of a disturbance. In the original PLL circuit, the bot-
tom integrator consists of a voltage controlled oscillator (VCO) (voltage/frequency
converter) and a pulse counter.

VCO

PD

Loop filter

Observer

Figure 9.2: PLL type speed estimator utilizing θ − θ.

Assuming θ̇e ≈ 0 and ω̇e ≈ 0, the estimator is described by

ω̇ = α1(θ̂e − θe) + α2(ω̂e − ωe) .

θ̇e = ωe . (9.22)

The node prior to the integrator, “VCO” signifies a speed information, thereby

regarded as speed, i.e., ωe = θ̇e. Defining errors by ω̃e = ω̂e − ωe and θ̃e = θ̂e − θ
and assuming ˙̂ωe ≈ 0, it follows that[

˙̃ωe
˙̃
θe

]
=

[
−α2 −α1

1 0

] [
ω̃e
θ̃e

]

www.EngineeringEBooksPdf.com



236 AC Motor Control and Electric Vehicle Applications

and the characteristic polynomial is equal to s2+α2s+α1 = 0. The PI gains (α2, α1)
are selected such that the closed-loop bandwidth is larger than the speed bandwidth.

Control Block Diagram

The sensorless control block for a SPMSM, which includes the nonlinear observer,
is shown in Fig. 9.3. The nonlinear observer outputs angle estimate θ̂, based on
which the field orientation control is synthesized. The conventional PI controller is
utilized for d and q axes current control along with the decoupling and the back-
EMF compensation. The IP type speed controller is utilizing ω̂e that comes out
from the speed estimator.

Jansson et al. [19] pointed that injection of d axis current enhanced the robust-
ness of the sensorless system against rs variation. They applied d–axis current in
proportion to q–axis current. But, we inject d–axis current pulses in a low frequency
region. To generate such current pulses, we apply a voltage pulse train as shown in
Fig. 9.3. In this experiment, the pulse frequency is 200Hz, the peak level is 50 V, and
the pulse duty is 0.2msec. Note that no d–axis current is injected if |ω| > 100rpm.

Experimental Results

Experiments were performed with a dynamo test bench that was made with two
SPMSMs. The shafts of the two motors are connected via a coupler as shown in
Fig. 9.4. All the nonlinear observer and control algorithms were implemented in a
TMS320vc33 DSP board. The PWM switching frequency was set to be 8kHz and
the dead-time 2µs. The current control algorithm were carried out every 125µs, and
the speed control loop was activated every 1.25ms. Dynamo motor controller was
constructed with a DSP, PIC30F6015.

Table 9.1: Motor parameters of a SPMSM used for experiments

Parameters [Unit] Values

Input DC link voltage [V] 200
Rated output power [kW] 0.3
Rated torque [Nm] 3.0
Rated speed [r/min] 1000
Rated phase current [A] 3.0
Number of pole (P ) 8
Rotor flux per pole (ψm) [Wb] 0.11
Switching frequency [kHz] 8
Stator inductance (L) [mH] 1.14
Stator resistance (Rs) [Ω] 0.675

Fig. 9.5 shows sin θ̂, cos θ̂, and θ̂, along with real position θ measured by a 6000
pulses/rev encoder under no-load when (a) ωr = 80rpm and (b) 300rpm, respectively.
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PWM

Inverter

PMSM

Motor

−

+

+
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+
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Current controllers

PI
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Speed

Controller
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+

−

PI
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−

Speed
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+

+

50 V
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[rad/s]

Figure 9.3: The overall sensorless control block diagram with the nonlinear observer
and the speed estimator.

Dynamo Test Bench

Test motor Dynamo motor

Figure 9.4: Photo of the experiment setup.

Trigonometrical functions as a simple observer output are also shown in Fig. 9.5.
Note that the position errors at 300rpm are smaller than those at 80rpm. Fig. 9.6 (a)
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(a) (b)

Figure 9.5: Comparison between the real and the estimated position data under
no-load condition at (a) 80rpm and (b) 300rpm.

100 ms

(a)

TL = 3.0 Nm
= 100 rpm

50 ms

(b)

TL = 3.0 Nm = 600 rpm

Figure 9.6: Comparison between the real and the estimated position data under a
full step load at (a) 100rpm and (b) 600rpm.
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Figure 9.7: Speed and the corresponding torque responses at 1000rpm when a full
load torque is (a) applied and (b) removed.
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Figure 9.8: A speed control response with a step full load torque.

and (b) show behaviors of the position estimates when full step loads were applied
when ωr = 100rpm and 600rpm, respectively. One can also notice that the steady-
state position errors at a higher speed are smaller. Fig. 9.7 (a) and (b) show the
responses of the speed estimates and the corresponding torque at the time of full load
loading and removal when ωr = 1000rpm, respectively. Fig. 9.8 shows a macroscopic
view of the behaviors of speed and angle estimates when the speed changes from
ωr = 100rpm and 900rpm with a step full load.

Fig. 9.9 shows a stable performance at 10 rpm (0.01pu) with a 1.5Nm (0.5pu)
load. Fig. 9.9 (b) is an expanded plot of real and estimated angles shown in
Fig. 9.9 (a). Note that the d–axis current has a shape of pulse train and that
the q–axis current (2.2A) is flowing for torque production.

Summary

• The nonlinear observer is developed for SPMSMs in the stationary frame.

• One great advantage is that it does not require the speed information, so that
a speed estimator can be constructed separately.

• For speed update, the PLL type differentiator is utilized independently.

• Robustness can be enhanced with the d–axis current injection in the low-speed
region.

• It has a simple structure and performs well in practical sensorless applications.
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Figure 9.9: (a) Experimental results under half load (1.5 Nm) at 10rpm and (b) an
expanded plot of Region A in (a).

9.2.2 Matsui’s Current Model-Based Control

Matsui [1] developed a sensorless algorithm for a SPMSM model referenced on a flux
angle estimate. Let θ(k) be a rotor angle estimate at kth step. Let ∆θe = θe − θ̂e(k)
be the angle deviation from the real angle. The rotor flux vector ψm is aligned with
the real q–axis, but it is decomposed into

ψm

[
− sin∆θe
cos∆θe

]
in the misaligned coordinate as shown in Fig. 9.10. Therefore, the SPMSM dynamics
seen from the θ(k)-frame is described as

1

Ts

([
ied(k+1)

ieq(k+1)

]
−

[
ied(k)
ieq(k)

])
= −

[ rs
Ls

−ωk
ωk

rs
Ls

][
ied(k)
ieq(k)

]
+
ψmωk
Ls

[
sin∆θe

− cos∆θe

]
+

1

Ls

[
ved(k)
veq(k)

]
,

(9.23)
where Ts is the sampling period and ωk is the electrical speed. It is assumed that
currents ied and ieq are available for measurements. Voltages vd and vq are also
assumed to be known since they are synthesized in the control processor core.

However, in the controller, the current dynamics is considered as

1

Ts

([
imd(k+1)

imq(k+1)

]
−

[
ied(k)
ieq(k)

])
= −

[ rs
Ls

−ω̂k
ω̂k

rs
Ls

] [
ied(k)
ieq(k)

]
−ψmω̂k

Ls

[
0
1

]
+

1

Ls

[
ved(k)
veq(k)

]
, (9.24)

where imd(k+1) and imq(k+1) are the predicted currents when there is no angle error.
Defining the differences in the one-step ahead estimates by[

∆ied(k+1)

∆ieq(k+1)

]
=

[
ied(k+1) − imd(k+1)

ieq(k+1) − imq(k+1)

]
, (9.25)
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N

S

Figure 9.10: Current vector decompositions into θe(k) and θe(k+1).

we obtain[
∆ied(k+1)

∆ieq(k+1)

]
=
Tsψm
Ls

[
ωk sin∆θe(k)

−ωk cos∆θe(k) + ω̂k

]
≈ Ts
Ls

[
ψmωk∆θe(k)
ψm∆ωk

]
(9.26)

where ∆ωk = ω̂k − ωk. The observations are:

i) Q–Axis current error is proportional to the speed error;
ii) D–Axis current error is proportional to the angle error.

For correction of speed estimates, the q–axis current error is utilized. Let J1 =
1
2∆i

e 2
q(k+1). Then

∂J1
∂∆ωk

=
Tsψm
Ls

∆ieq(k+1). (9.27)

From the gradient method, it follows that

ω̂k+1 = ω̂k −Kq∆i
e
q(k), (9.28)

where Kq > 0 is an adaptive gain. It is assumed in (9.28) that ωk+1 = ωk and that
one-step behind value, ∆ieq(k) is utilized instead of ∆ieq(k+1).

Similarly, let J2 =
1
2∆i

e 2
d(k+1). Then

∂J2
∂∆θe

=
Tsψm
Ls

ωk∆i
e
d(k+1) .

From the gradient method, it follows that ∆θe(k+1) = ∆θe(k)−Kθe∆i
e
d(k), where Kθe

is an adaptive gain and ∆ied(k) is utilized instead of ∆ied(k+1). Therefore,

θ̂e(k+1) = θ̂e(k) +Kθe∆i
e
d(k). (9.29)
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Extending with the speed update (9.28), the final angle update algorithm is obtained
as

θ̂e(k+1) = θ̂e(k) +Kθe∆i
e
d(k) +

ψmTs
KE

ω̂(k+1), (9.30)

where KE > 0 is a constant gain. Note that the sampling time Ts is multiplied to
ω̂(k+1) in the angle update.

Summary

• The Matsui’s sensorless algorithm can be applied to SPMSMs.

• It utilizes an internal model and develops error dynamics.

• Angle and speed update methods can be derived separately by applying the
gradient algorithm. The two update methods are glued into a single angle
update algorithm.

• It is being used in home appliances.

9.3 Sensorless Controls for IPMSMs

Describing the IPMSM dynamics in the stationary frame is quite complex, as shown
in (9.9). Thus, the IPMSM dynamics are hardly treated in the stationary frame. In
this part, back EMF based sensorless algorithms for IPMSMs developed by Mori-
moto et al. [18] and Hong and Nam [21] are illustrated.

9.3.1 Morimoto’s Extended EMF-Based Control

As shown in the previous section, the sensorless controls for SPMSM are simpler,
since Ld = Lq. If Ld ̸= Lq, the complexity arises with coordinate change. Consider
the voltage equation in the aligned synchronous frame:[

ved
veq

]
=

[
rs + pLd −ωLq
ωLd rs + pLq

] [
ied
ieq

]
+

[
0

ωeψm

]
. (9.31)

As shown in the previous section, the model (9.31) becomes complex when it is
expressed in the tilted coordinate frame. Morimoto et al. [18] proposed an extended
EMF based model in which Ld appears only in the diagonal, whereas Lq in the
off-diagonal: [

ved
veq

]
=

[
rs + pLd −ωeLq
ωeLq rs + pLd

] [
ied
ieq

]
+

[
0
Eex

]
(9.32)
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where
Eex = ωe[(Ld − Lq)i

e
d + ψm]− (Ld − Lq)(pi

e
q).

Note that Eex, called extended EMF, contains the differential operator, p. In the
vector form, (9.32) is rewritten as

vedq = [(rs + pLd)I− ωeLqJ] i
e
dq + ζ (9.33)

where

vedq =

[
ved
veq

]
, iedq =

[
ied
ieq

]
, ζ =

[
0
Eex

]
.

In order to describe vectors in the misaligned coordinate (θe), the vectors in the
real coordinate (θe) need to be multiplied by

eJ(θe−θe) =

[
cos(θe − θe) sin(θe − θe)

− sin(θe − θe) cos(θe − θe)

]
.

Let
vedq ≡ eJ(θe−θe)vedq and i

e
dq ≡ eJ(θe−θe)iedq. (9.34)

Then the dynamics in the misaligned coordinate is given as

vedq = eJ(θe−θe) [(rs + pLd)I− ωeLqJ] e
−J(θe−θe)i

e
dq + eJ(θe−θe)ζ, (9.35)

Rearranging (9.35), it follows that[
ved
veq

]
=

[
rs + pLd −ωeLq
ωeLq rs + pLd

] [
i
e
d

i
e
q

]
+

[
ξed
ξeq

]
(9.36)

where [
ξed
ξeq

]
= Eex

[
sin(θ − θ)

cos(θ − θ)

]
+ (ωe − ωe)Ld

[
−ieq
i
e
d

]
, (9.37)

and ωe = d
dtθe. It is interesting to see that the dynamic model is simple even in

misaligned frame with the extended EMF.

Estimation of Extended EMF via Disturbance Observer

Dynamic model (9.36) is a linear system with the disturbance [ξed, ξ
e
d]
T . It is further

assumed that ωe = ωe. Then, the angle error is obtained by

θe − θe = tan−1

(
ξed
ξeq

)
. (9.38)

This method eliminates the need for calculating Eex. To obtain the angle error using
(9.38), it is necessary to estimate disturbance terms, ξd and ξq. For this purpose,
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two disturbance observers are constructed for ξd and ξq assuming that they are
constants. A disturbance observer for ξd is shown in Fig. 9.11. Recall that the
disturbance observer contains a differentiator functionally, but a filter is combined
to prevent signal differentiation. Note that the low-pass filter in Fig. 9.11 approaches
to unity with a large α > 0.

Most commonly, the disturbance observer is used in the speed loop for unknown
load torque estimation. But in this particular example, the disturbance observers are
used in the current loop to estimate unknown voltage terms that are caused by the
coordinate misalignment. Note also that the current loop bandwidth is larger than
that of the speed loop. Thereby, the observer filter bandwidth should be sufficiently
large.

The estimates are denoted by ξ̂d and ξ̂q. Using ξ̂d and ξ̂q, the angle difference is
obtained such that

∆̂θe = θ̂e − θe = tan−1

(
ξ̂d

ξ̂q

)
. (9.39)

Speed ω is estimated by utilizing the PLL type filter (9.22).

Disturbance observer

Figure 9.11: Block diagram of a disturbance observer in the current loop.

Experimental Results

Experiments were performed with an IPMSM developed for an air conditioner com-
pressor. The specifications were listed in Table 9.2. The control algorithms were
implemented in a TMS320vc33 DSP board. The PWM switching frequency was set
to be 5kHz and the dead-time 2µs. The current control and speed/position estima-
tion were carried out every 0.2ms, and the speed control loop was activated every
2ms.

Fig. 9.12 shows the responses of θe, θ̂e, θe− θ̂e, and ω̂r at 500 and 6000rpm (field-
weakening region). Note that the angle error is less than ±5◦ at 500 rpm and ±2◦

www.EngineeringEBooksPdf.com



Sensorless Control of PMSMs 245

Table 9.2: Motor parameters of an IPMSM used for experiments.

Parameters [Unit] Values

Input DC link voltage [V] 540
Rated output power [kW] 11
Rated speed [r/min] 5000
Rated torque [Nm] 21
d–axis inductance (Ld) [mH] 3
q–axis inductance (Lq) [mH] 6.2
Stator resistance (rs) [Ω] 0.151
Rotor flux per pole (ψm) [Wb] 0.09486
Rated current [Arms] 25
Rated voltage [Vrms] 220
Number of poles (P ) 6

at 6000 rpm. Fig. 9.13 shows a transient response to a step speed command from
3000 to 4000rpm. At the point of abrupt speed change, the angle error develops,
but settles down within 0.15 sec. To make the transient response better, α needs
to be increased as much as possible. In this experiment, α = 3450. Fig. 9.14 shows
speed control responses: 500rpm → 6000rpm → 500rpm. This shows that the field-
weakening control with the Morimoto’s algorithm is also stable.

0

10

-10

[degree] 0

360

180

[degree]

0

360

180

[degree]

= 500 rpm

= 6000 rpm

0

2

-2

[degree]

(a) (b)

Figure 9.12: Angle estimation with the disturbance observer: θ, θ̂, θ− θ̂, and ω̂r at
(a) 500rpm and (b) 6000rpm.

Summary

• The Morimoto’s sensorless algorithm can be applied to IPMSMs.

• The essential part is to make Ld appear in the diagonal part and Lq in the
off-diagonal part of the voltage equation while driving out the remaining terms
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0

360

180

[degree]

0

5

-5

[degree]

= 3000 rpm

= 4000 rpm

20msec/div

Figure 9.13: Transient response for a step speed change from 3000rpm to 4000rpm.

5 sec/div 0.5 sec/div

5 A/div

5 A/div

5 A/div

5 A/div

5 A/div, 5 A/div, 

= 500 rpm = 500 rpm

6000 rpm

500 rpm

(a) (b)

Region A

Figure 9.14: Speed control responses with the Morimoto’s sensorless algorithm: (a)
500rpm → 6000rpm → 500rpm and (b) a magnified plot of region A.

to the extended EMF term.

• The extended EMF based model has a simple structure in the misaligned
coordinate.

• Utilizing the disturbance observer, voltage disturbances are detected which
carry angle information.

• The structure is simple and has less tuning parameters than the Matsui’s
sensorless algorithm.
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9.3.2 Sensorless Control Using Adaptive Observer

In this section, the IPMSM dynamic model in a misaligned frame is derived and
approximated as precisely as possible when the angle error is small. An adaptive
observer is constructed and the rotor angle is estimated by a parameter adaptive
law.

The IPMSM model, (9.6), in the misaligned frame is rewritten as

ved =

(
rs −

3

2
Lδωe sin 2∆θe

)
i
e
d +

(
Ls −

3

2
Lδ cos 2∆θe

)
(pi

e
d) + ωeψm sin∆θe

−ωe
(
Ls +

3

2
Lδ cos 2∆θe

)
i
e
q + 3Lδ∆ωei

e
q cos 2∆θe + ED (9.40)

veq =

(
rs +

3

2
Lδωe sin 2∆θe

)
i
e
q +

(
Ls +

3

2
Lδ cos 2∆θe

)
(pi

e
q) + ωeψm cos∆θe

+ωe

(
Ls −

3

2
Lδ cos 2∆θe

)
i
e
d + 3Lδ∆ωei

e
d cos 2∆θe + EQ, (9.41)

where

ED =
3

2
Lδ sin 2∆θe(pi

e
q) + 3Lδ∆ωei

e
d sin 2∆θe

EQ =
3

2
Lδ sin 2∆θe(pi

e
d)− 3Lδ∆ωei

e
q sin 2∆θe.

Assume that ∆ωe and ∆θe are small. Then,

∆ωe sin∆θe ≈ ∆ωe∆θe ∈ O2,

where O2 ≡ {f(x) : IRn → IR | lim∥x∥→∞ |f(x)|
/
∥x∥2 < ∞}. Further, pi

e
d ≈ 0 and

pi
e
q ≈ 0 in the steady-state. Then, ED and EQ are small enough to be neglected,

i.e., ED ≈ 0 and EQ ≈ 0.

An Approximate Model

One can approximate

3

2
Lδωe sin 2∆θe = 3Lδωe sin∆θe cos∆θe ≈ 3Lδωe sin∆θe.

Therefore, the voltage equations (9.40) and (9.41) turn out to be

ved = (rds − 3Lδωe sin∆θe) i
e
d + Ldv(pi

e
d)− ωeLqvi

e
q + ωeψm sin∆θe + 3Lδ∆ωei

e
q

(9.42)

veq = (rqs + 3Lδωe sin∆θe) i
e
q + Lqv(pi

e
q) + ωeLdvi

e
d + ωeψm cos∆θe + 3Lδ∆ωei

e
d ,

(9.43)

www.EngineeringEBooksPdf.com



248 AC Motor Control and Electric Vehicle Applications

where

Ldv = Ls −
3

2
Lδ cos 2∆θe,

Lqv = Ls +
3

2
Lδ cos 2∆θe .

For simplicity, we let

Ldv ≈ Ls −
3

2
Lδ ≡ Ld,

Lqv ≈ Ls +
3

2
Lδ ≡ Lq.

Substituting Ld and Lq for Ldv and Lqv and utilizing

ωeψm cos∆θe ≈ ωeψm cos∆θe − ψm∆ωe,

it follows that

d

dt
i
e
d = − rs

Ld
i
e
d − ωe

ψm − 3Lδi
e
d

Ld
sin∆θe + ωe

Lq
Ld
i
e
q −

3Lδ
Ld

∆ωei
e
q +

1

Ld
vd,

(9.44)

d

dt
i
e
q = − rs

Lq
i
e
q − ωe

3Lδi
e
q

Lq
sin∆θe − ωe

Ld
Lq
i
e
d −

ωeψm
Lq

cos∆θe

+
ψm
Lq

∆ωe −
3Lδ
Lq

∆ωei
e
d +

1

Lq
vq. (9.45)

d

dt
∆θe = ∆ωe . (9.46)

Further, letting sin∆θe ≈ ∆θe and cos∆θe ≈ 1, it follows in the matrix form that

d

dt

 i
e
d

i
e
q

∆θe

 = As(t)

 i
e
d

i
e
q

∆θe

+ bs(t)∆ωe +

 ωe
Lq

Ld
i
e
q

−ωe Ldi
e
d+ψm

Lq

0

+

 1
Ld
vd

1
Lq
vq

0

, (9.47)

where

As(t) =

− rs
Ld

0 ωe
3Lδ−ψmi

e
d

Ld

0 − rs
Lq

−ωe 3Lδ
Lq
i
e
q

0 0 0

 and bs(t) =

 −3Lδ
Ld
i
e
q

ψm−3Lδi
e
d

Lq

1

 .
Note here that As and bs contain i

e
d and i

e
q, so that they depend on t. If the axes

are aligned, θe = θe and ωe = ωe. In such a case, the approximate model (9.47)
reduces to the model of synchronous frame (6.39).

Note that −3Lδ
Ld

and −3Lδ
Lq

originated from the rotor saliency. The above model

is regarded more precise than the models in the previous works, for example (9.23),
since it accounts −3Lδ

Ld
and −3Lδ

Lq
in As and bs, and reflects the dynamics of the

speed error, ∆ωe.
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Adaptive Observer

Adaptive observer is constructed for a system with unknown parameters. It is
accompanied by a parameter adaptive law. Hence, the goal of an adaptive observer
is not only to estimate the state but also to identify the unknown parameters. In this
particular problem, the unknown parameter to be identified is ∆ωe. In the following
adaptive observer, ∆ωe is tracked by p̂(t). On the other hand, ∆θe is estimated as
a state variable.

An adaptive observer for (9.47) is constructed such that

ẋ = Asx+ bsp̂(t) +

 ωe
Lq

Ld
i
e
q

−ωe Ldi
e
d+ψm

Lq

0

+

 1
Ld
vd

1
Lq
vq

0

+K

[
i
e
d − x1
i
e
q − x2

]
, (9.48)

where x = [x1, x2, x3]
T , p̂(t) ∈ IR is a parameter for tuning and K ∈ IR3×2 is an

observer gain. Let the observation error be defined by

e(t) ≡

ied(t)− x1(t)

i
e
q(t)− x2(t)

∆θe − x3(t)

 .
Then, the error obeys

d

dt
e = (As −KC)e+ bs∆p(t), (9.49)

where ∆p(t) = ∆ωe − p̂(t) and

C =

[
1 0 0
0 1 0

]
.

The gain matrix K is chosen such that all the eigenvalues of (As −KC) lie in the
left half plane of C. If the gain is high enough, the observer error dynamics behave
much faster than the rate of the parameters change. Normally, real parts of the
poles are chosen to be less than −1000 for several kW range PMSMs.

As contains time-varying variables, i
e
d, i

e
q, and ωe. But, they can be regarded as

constants for short time intervals. Then the solution for (9.49) is given as

e(t) = e(As−KC)te(0) +

∫ t

0
e(As−KC)(t−τ)bs(τ)∆p(τ)dτ. (9.50)

Let

β(t) ≡
∫ t

0
e(As−KC)(t−τ)bs(τ)dτ ∈ IR3 (9.51)

ε(t) ≡ −β(t)p̂(t) +
∫ t

0
e(As−KC)(t−τ)bs(τ)p̂(τ)dτ . (9.52)
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An equivalent expression for β is

β̇(t) = (As −KC)β(t) + bs(t), β(0) = 0. (9.53)

Adding ε(t) to the both sides of (9.50), it follows that

e(t) + ε(t) = e(As−KC)te(0) + β(t)∆p(t) . (9.54)

It should be noted that

ε(t) =

∫ t

0
e(As−KC)(t−τ)bs(τ)(p̂(τ)− p̂(t))dτ . (9.55)

and that ε(t) is an available term, i.e., something that is obtained through a calcu-
lation. This is a normal practice in the adaptive systems used for extracting p̂(t)
out of the integral operation [22], [23].

Parameter Update Law

Note from the error equation (9.54) that e(As−KC)te(0) vanishes exponentially. Ne-
glect the initial error and we let

ě(t) ≡ C(e(t) + ε(t)) ≈ Cβ(t)∆p(t) . (9.56)

Let the cost J = 1
2β

T (t)CTCβ(t)(∆p)2. Note that

∂J

∂∆p
= −βT (t)CTCβ(t)∆p(t) = −βT (t)CT ě(t) . (9.57)

Then applying the gradient law, it follows that

∆̇p = − γ0

ϵ0 + β
T (t)CTCβ(t)

βT (t)CT ě(t), (9.58)

where ϵ0 > 0 is a small number introduced to prevent the denominator from being
zero, and γ0 > 0 is an adaptive gain.

Assume that the speed change is slow enough to let d
dt∆ωe ≈ 0. It follows from

(9.58) that

˙̂p =
γ0

ϵ0 + β
T (t)CTCβ(t)

βT (t)CT ě(t). (9.59)

If the whole adaptive system is stable, then p̂ converges to ωe−ωe, and x3 converges
to θe − θ.
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Overall Sensorless Control Block Diagram

The adaptive observer based sensorless control algorithm is summarized as:

ẋ = Asx+ bsp̂(t) +

 ωe
Lq

Ld
i
e
q

−ωe Ldi
e
d+ψm

Lq

0

+

 1
Ld
vd

1
Lq
vq

0

+K

[
i
e
d − x1
i
e
q − x2

]
,

β̇(t) = (As −KC)β(t) + bs(t),

ε(t) = −β(t)p̂(t) +
∫ t

0
e(As−KC)(t−τ)bs(τ)p̂(τ)dτ ,

˙̂p =
γ0

ϵ0 + β
T (t)CTCβ(t)

βT (t)CT

[
i
e
d(t)− x1(t)− ε1(t)

i
e
q(t)− x2(t)− ε2(t)

]
.

Note that x3 is an estimate of θe − θe. Using x3, a new angle estimate is obtained
such as θ̂e = x3 + θe i.e., a new angle is updated by

θe(tk+1) = x3(tk) + θe(tk) (9.60)

and the field-oriented control is synthesized based on this new angle repeatedly. The
speed is estimated through the PLL type filter, (9.22).

F ie ld - 

O rien ted

C ontro l

P aram ete r

U pdate

Law

A daptive  O bserver

A ng le /S peed 

E stim ator

Figure 9.15: Overall sensorless control block diagram.
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Note from (9.55) that

ε̇(t) = (As −KC)ε(t)−
(∫ t

0
e(As−KC)(t−τ)bs(τ)dτ

)
˙̂p(t) . (9.61)

Therefore, if | ˙̂p(t)| is not large, then ε ≈ 0. In such a case, it is possible to neglect
ε(t). An overall sensorless control block diagram is shown in Fig. 9.15. Note that
the voltage vectors, (ved, v

e
q), are synthesized based on the angle estimate θe. Such

loop is depicted by dotted line in Fig. 9.15.

Experimental Results

The experiment was performed with an IPMSM drive for FCEV, and its specifi-
cations are listed in Table 7.3. The control algorithms were implemented using a
MPC5554 floating-point DSP. The PWM switching frequency was 8kHz and the
dead-time of PWM was 2µs. Current control routine was carried out every 125µs,
and torque control loop was activated every 1.25ms. The dynamo consists of PMSM
and induction motor with a water cooling system. The PMSM under test was con-
trolled in a torque mode by an inverter, and the induction motor of dynamo was
controlled in a speed control mode.
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Figure 9.16: Steady state performance of the adaptive observer based sensorless
control with 50% load at (a) 70rpm and (b) 100rpm.

Fig. 9.16 shows the steady-state responses at 70rpm and 100rpm with 50% of
a rated load. Fig. 9.17 shows a transient response at 100rpm when the load was
increased from 5% to 25%. Fig. 9.18 shows the responses of phase current and angle
estimation error when the load torque changes to 50% in a step manner. Finally,
Fig. 9.19 shows the maximum torque performances versus speed. Note that the
adaptive observer based sensorless control performs well along the maximum power
curve. Good performance in the high-speed region is attributed firstly to an accurate
modeling with the state augmentation (9.47): ωe-dependent term is not omitted in
As.
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Figure 9.17: Transient response for step change of load torque (5% → 25%) at
100rpm.
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Figure 9.18: (a) Response for step change of load torque (0% → 50% → 0%) and
(b) a magnified plot of region A.

Summary

• A best effort was exercised to approximate accurately the IPMSM dynamic
model in a misaligned coordinate.

• An approximate model was derived with a state augmentation: Angel error
θe − θe was treated as a state variable together with i

e
d and i

e
q.
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Figure 9.19: Torque-speed characteristic when the motor speed increases from
100rpm to 7200rpm with a 60% load.

• An adaptive observer was constructed with a speed error update law. Speed
error estimate x3 = ω̂e − ωe is integrated to give angle error θ̂e − θe, based on
which the coordinate frame is updated.

• Experiments were done with a FCEV motor, and showed superior perfor-
mances compared with the other ones. But, the algorithm requires a high
computational load.

9.4 Starting Algorithm by Signal Injection Method

The back EMF can be estimated by applying a certain pattern of voltage and detect-
ing the current response. However, it is well known that the back EMF estimation
method does not work well in the low-speed region since the back EMF is as low
as the noise levels. Specifically, the forward voltage drop of switching devices and
the dead-time voltage error of the inverter are as big as the back EMF in the low-
speed environments. This is an inherent problem since the back EMF is developed
in proportion to the speed. Therefore, a back EMF based sensorless algorithm must
be used with a separate starting algorithm [24]. In this section, a typical method of
starting IPMSM is presented [25]-[27]. Since the IPMSM has a rotor saliency, its in-
ductance differs depending on the rotor position. To estimate the rotor position and
speed, a probing signal, which is a periodic voltage pulse, is applied to the motor.
By analyzing the current responses, the rotor position can be estimated roughly.
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9.4.1 Position Error Estimation Algorithm

In the low-speed region, it can be assumed that ωe ≈ 0 and ωe ≈ 0. Then, (9.8) is
reduced to

vedq = Zi
e
dq + e. (9.62)

Since the back EMF term is rotor position dependent, the current response to an
injected probing voltage is different according to the rotor position. The pulse
is injected intermittently, such as every 20 or 30 current samplings. In [24], the
following probing voltage was used:

∆v =


[
Vp

0

]
, tk ≤ t < tk + Tp

zero, tk + Tp ≤ t < tk+1,

(9.63)

where Vp is a constant. Note that the probing signal is injected only in the d–axis.
If there is no angle error, the d–axis voltage pulse would cause a change only in
the d–axis current when ωe ≈ 0. That is, no coupling exists between the d and q
dynamics if the speed is equal to zero and there is no angle error. However, if the
two axes are not aligned, the d–axis voltage pulse will also affect the q–axis current.

The probing voltage is superposed on the reference voltage, and let ∆i be the
response to ∆v. It follows from (9.62) that

∆v = Z|ωe=0∆i. (9.64)

Therefore, the current response will be

∆i(s) =
(
Z|ωe=0

)−1
(s)∆v(s)

=
1

(Lds+ rs)(Lqs+ rs)

[
rs + Lβs −Lγs
−Lγs rs + Lαs

]
∆v(s). (9.65)

Solving (9.65) for ∆v(s) =
[
Vs
s , 0

]T
, it follows that[

∆id
∆iq

]
(Tp) =

[
I0 + I1 cos 2∆θe
−I1 sin 2∆θe

]
, (9.66)

where

I0 =
Vp
rs

[
1− 1

2

(
e
− rs

Lq
Tp

+ e
− rs

Lq
Tp
)]

I1 =
1

2

Vp
rs

(
e
− rs

Lq
Tp − e

− rs
Lq
Tp
)
.

Using (9.66), an angle error estimate is calculated as

∆θe =
1

2
tan−1

(
−∆iq

∆id − I0

)
. (9.67)

It should be noted that I1 = 0 if there is no saliency. Thus, (9.67) cannot be used
for SPMSMs.
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Experimental Results

Experiments were performed with the IPMSM whose specifications are listed in
Table 9.2. The control algorithms were implemented in a TMS320vc33 DSP board.
The PWM switching frequency was set to be 5kHz. The probing voltage (50V,
125µs) was injected every 20 current samplings.

Fig. 9.20 shows ∆id and ∆iq for repeated d–axis rectangular voltage pulses, while
the motor shaft rotated from zero to 360◦. As predicted by (9.66), ∆id is a cosine
function with a DC offset, and ∆iq is a sine function with negative sign. Fig. 9.20
also shows the zoomed-in current responses for ∆θe = 0, π

4 ,
π
2 , and

3π
4 .

Fig. 9.21 (a) shows an angle estimate and the real angle when the motor speed
was increased from standstill to 100rpm. Fig. 9.21 (b) shows a moment of transition
from the starting algorithm to a back EMF based sensorless algorithm at 350rpm.

Figure 9.20: ∆id and ∆iq for a d–axis rectangular voltage pulse, (50V, 125µs), when
∆θe changes from zero to 360◦.

Summary

• Back EMF based sensorless algorithms require to use a starting algorithm,
since the back EMF based methods are incompetent at zero speed. Once
the motor speed is increased to a certain level (300∼500rpm) by a starting
algorithm, then the control is switched to a sensorless algorithm.

• Voltage pulses are injected periodically to the d–axis for IPMSMs. If the
reference frame is misaligned, then the response is also monitored in q–axis
current. By analyzing the relative magnitudes of the dq currents, the real
rotor flux angle is estimated.
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Figure 9.21: Experimental results of the starting algorithm: (a) angle estimate
and real angle when the speed increases from 0rpm to 100rpm and (b) algorithm
transition from the starting algorithm to a back EMF based sensorless algorithm at
350rpm.

• Although the angle estimation error is large, the above method works satis-
factorily in starting the motor. It is widely used in many applications such as
home appliances.

9.5 High-Frequency Signal Injection Methods

Back-electromotive-force (EMF) estimation-based sensorless methods have critical
drawback in the low frequency area. To overcome such a low-speed sensing problem,
signal injection methods were developed: High frequency probing signals are injected
into the motor terminal with the main driving power. The high frequency probing
signal does not affect the motor motion, but it yields different responses in the d
and q axes currents depending on the angle misalignments. The difference is caused
by rotor saliency, based on which the true rotor angle is estimated. Since it does
not depend on the back EMF, it could be used in the zero speed area. However, the
injection methods cannot be applicable to SPMSMs that do not have saliency. In
the following, two kinds of signal injection methods are described.

9.5.1 Rotating Voltage Vector Signal Injection

Recall from (9.68) that the IPMSM model in the stationary frame is obtained as

vsdq = rsi
s
dq +

d

dt
(Lavi

s
dq − Ldfe

j2θeis∗dq) + jωeψme
jθe .
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Note also that the saliency effect is condensed in the term, Ldfe
j2θeis∗dq. In the matrix

formalism, it is written as

Ldf

[
cos 2θe sin 2θe
sin 2θe − cos 2θe

] [
isd
isq

]
.

One may neglect the resistive voltage drop and the back EMF in the high frequency
model:

vsdq =
d

dt
(Lavi

s
dq − Ldfe

j2θeis∗dq). (9.68)

Assume that a high frequency rotating voltage vector is injected into the IPMSM:

vsdq = Vhe
jωht. (9.69)

Substituting (9.69) into (9.68), the current solution has the following form:

isdq = Icpe
j(ωht−π/2) + Icne

−j(ωht−2θe−π/2), (9.70)

where

Icp =
Vh
ωh

Lav
L2
av − L2

df

and Icn =
Vh
ωh

Ldf
L2
av − L2

df

.

Note that the resulting high frequency current contains both positive and negative
sequences. It is emphasized here that only the negative sequence component carries
θe. Lorenz et al. [3],[4],[5] applied a signal processing technique to extract the θe
information from the negative sequence as shown in Fig. 9.22:

i) Map the current into the synchronous frame by multiplying e−jωet.
ii) Apply a high pass filter to eliminate the fundamental component.
iii) Shift the spectrum to the right by multiplying ejωht.
iv) Apply a low-pass filter.
v) Apply a PLL type tracking filter to get an angle estimate θ̂e.

9.5.2 Voltage Signal Injection into D-Axis

In this part, a sinusoidal signal is injected only into the d–axis, and the current
solution is obtained from the high frequency model of the IPMSM.

High-Frequency Model of IPMSM

Suppose that a high frequency signal, [vedh, v
e
qh]

T is added to the main driving volt-

age, [vedh, v
e
qh]

T , in the aligned coordinate frame. Then by the superposition law,
the current responses can be separated such that[

ved + vedh
veq + veqh

]
=

[
rs + pLd −ωeLq
ωeLd rs + pLq

] [
ied + iedh
ieq + ieqh

]
+

[
0

ωeψm

]
, (9.71)
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Freq. shifting
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Synchronous rectification

Figure 9.22: Signal processing block diagram in which the rotor position information
is extracted from the negative sequence.

where iedh, i
e
qh are the high frequency responses. The high frequency part can be

extracted such that[
vedh
veqh

]
=

[
rs + pLd −ωeLq
ωeLd rs + pLq

] [
iedh
ieqh

]
≈
[
rs + pLd 0

0 rs + pLq

] [
iedh
ieqh

]
. (9.72)

The last approximation in (9.72) is based on the observation that ωhLd ≫ ωeLq
since ωh ≫ ωe, where ωh is a frequency of the probing signal. Writing (9.72) for
current vector, we obtain[

iedh
ieqh

]
=

[
1

rs+pLd
0

0 1
rs+pLq

] [
vedh
veqh

]
. (9.73)

Suppose that the estimated angle θe is different from the real angle, θe by ∆θe =
θe− θe. Like the method shown in (9.7), the dynamics in the misaligned coordinate
are given as[

i
e
dh

i
e
qh

]
=

[
cos∆θe − sin∆θe
sin∆θe cos∆θe

] [ 1
rs+pLd

0

0 1
rs+pLq

] [
cos∆θe sin∆θe
− sin∆θe cos∆θe

] [
vedh
veqh

]

=

[
cos2 ∆θe
rs+pLd

+ sin2 ∆θe
rs+pLq

cos∆θe sin∆θe
rs+pLd

− cos∆θe sin∆θe
rs+pLq

cos∆θe sin∆θe
rs+pLd

− cos∆θe sin∆θe
rs+pLq

sin2 ∆θe
rs+pLd

+ cos2 ∆θe
rs+pLq

] [
vedh
veqh

]
.

We assume that a high frequency signal is injected only to d–axis, i.e., we let[
vedh
veqh

]
=

[
Vh cosωht

0

]
. (9.74)
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Then, it follows that[
i
e
dh

i
e
qh

]
=

[
cos2 ∆θe
rs+pLd

+ sin2 ∆θe
rs+pLq

cos∆θe sin∆θe
rs+pLd

− cos∆θe sin∆θe
rs+pLq

]
Vh cosωh . (9.75)

Let

A ≡ Vh
rs + pLd

cosωht and B ≡ Vh
rs + pLq

cosωht .

The steady-state solutions of A and B are

A =
Vh√

r2s + ω2
hL

2
d

cos

(
ωht− tan−1(

ωhLd
rs

)

)
, (9.76)

B =
Vh√

r2s + ω2
hL

2
q

cos

(
ωht− tan−1(

ωhLq
rs

)

)
. (9.77)

The solution for (9.75) is written as[
i
e
dh

i
e
qh

]
=

[
A+B
2 + A−B

2 cos 2∆θe
A−B
2 sin 2∆θe

]
. (9.78)

Simplified Angle Error Estimation Method [25]

Now consider a limiting case where ωhLd ≫ rs for a high ωh > 0. Then,

A ≈ Vh
ωhLd

sinωht and B ≈ Vh
ωhLq

sinωht.

Then, (9.78) reduces to[
i
e
dh

i
e
qh

]
=

Vh
ωhLdLq

[
Lav + Ldf cos 2∆θe

Ldf sin 2∆θe

]
sin(ωht) (9.79)

where

Lav =
Ld + Lq

2
and Ldf =

Lq − Ld
2

.

To obtain an estimate of ∆θe, sin(ωht) should be eliminated. For this purpose, a
synchronous rectification method is utilized: First, multiply a signal by sin(ωht).
Then, remove the high frequency term by a low-pass filter (LPF). We let

Xdh =
2ωhLdLq

Vh
× LPF(idh × sinωht) (9.80)

Xqh =
2ωhLdLq

Vh
× LPF(iqh × sinωht), (9.81)
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where LPF(r) represents the filtered signal of r(t). Note that

Xdh ≈ Lav + Ldf cos 2∆θe

Xqh ≈ Ldf sin 2∆θe.

Therefore, an angle error estimate is obtained such that

∆̂θe =
1

2
tan−1

(
Xqh

Xdh − Lav

)
.

Fig. 9.23 shows the signal processing block diagram.

LP F

-

LP F

D

N

H P F

H P F

Figure 9.23: Signal processing block diagram of a signal injection-based sensorless
algorithm.

If the rotor position estimation error is small, then (9.81) is approximated as

Xqh ≈ 2Ldf∆θe. (9.82)

The PLL type estimator shown in Fig. 9.2 can be used to obtain θ̂e from the error,
∆θe. It is redrawn as Fig. 9.24 for this case. Jang et al.[25], [27] utilized a bang-
bang controller instead of the PI controller. A low-pass filter may be used in order
to reduce the ripples contained in the output of the bang-bang controller.

Injection-based

sensorless algorithm

+

Field-oriented control

based on 

or bang-bang

Figure 9.24: Block diagram illustrating the concept of rotor position estimator using
PI or bang-bang controller.
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Summary

• With the signal injection method, it is possible to control the motor at zero
speed.

• A high frequency probing signal is injected to detect the rotor angle by ex-
ploiting the salient feature of IPMSMs. For angle detection, the synchronous
rectification method is utilized.

• Signal injection methods are applied in practical systems such as elevators,
etc.

• The high frequency signal makes audible noise and core saturation.
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Problems

9.1 Define the observation error by x̃ ≡ x̂ − x. Show that the error dynamics
directly follows from (9.12)-(9.17) such that

˙̃x = −γa(x̃, t)
{
x̃+ ψm

[
cos θe(t)
sin θe(t)

]}
a(x̃, t) ≡ 1

2
∥x̃∥2 + ψm[x̃1 cos θe(t) + x̃2 sin θe(t)].

9.2 Using the MATLABr Simulink, construct a speed controller based on the
Ortega’s sensorless algorithm for a SPMSM listed in Table 9.1 following the
instructions below:

a) Use a PLL type speed estimator:

ż1 = Kp(θ̂e − z1) +Kiz2

ż2 = θ̂e − z1

ω̂ = Kp(θ̂e − z1) +Kiz2,
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where Kp and Ki are proportional and integral gains, respectively.

b) Use PI controllers for current control and compensate the cross cou-
pling voltages, ωLid and ωLiq.

c) Use a PI controller for the speed control.

d) Refer to the control block diagram shown in Fig. 9.3. But neglect the
d–axis voltage pulse injection shown on the top.

Obtain a comparable result (300rpm, no load) with the experimental one
shown in Fig. 9.5 (b).

9.3 Derive

ε̇(t) = (As −KC)ε(t)−
(∫ t

0
e(As−KC)(t−τ)bs(τ)dτ

)
˙̂p(t)

from

β̇(t) = (As −KC)β(t) + bs(t),

ε(t) = −β(t)p̂(t) +
∫ t

0
e(As−KC)(t−τ)bs(τ)p̂(τ)dτ .

9.4 Derive from (9.35) the following:[
ved
veq

]
=

[
rs + pLd −ωeLq
ωeLq rs + pLd

] [
i
e
d

i
e
q

]
+

[
ξed
ξeq

]
where [

ξed
ξeq

]
= Eex

[
sin(θ − θ)

cos(θ − θ)

]
+ (ωe − ωe)Ld

[
−ieq
i
e
d

]
.

9.5 Show that if ωe ̸= ωe then

eJ∆θe
[
pLd 0
0 pLq

]
e−J∆θei

e
dq

= (ωe − ωe)

[
Ldf sin 2∆θe −Lav + Ldf cos 2∆θe

Lav + Ldf cos 2∆θe −Ldf sin 2∆θe

] [
i
e
d

i
e
q

]
+

[
Lav − Ldf cos 2∆θe Ldf sin 2∆θe

Ldf sin 2∆θe Lav + Ldf cos 2∆θe

] [
pi
e
d

pi
e
q

]
.
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9.6 a) Show that

∆i(s) =

[
rs + sLα sLγ
sLγ rs + sLβ

]−1

∆v(s)

=
1

(Lds+ rs)(Lqs+ rs)

[
rs + Lβs −Lγs
−Lγs rs + Lαs

]
∆v(s).

b) Derive (9.66) for ∆v = [
Vp
s , 0]

T .
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Chapter 10

Pulse-Width Modulation and
Inverter

A three-phase voltage source inverter consisting of six switches and a common DC
rail is shown in Fig. 10.1. The pulse-width modulation (PWM) is a technique that
provides an arbitrary shape of voltage by adjusting the ratio of on and off duties.
With the PWM techniques, the semiconductor switches are not allowed to operate
in the active region. Only on and off modes are used like an ideal switch. Otherwise,
large heat losses will take place in the switches. Note that the ideal switches do not
consume power in cut-off mode, as well as in conduction mode, since either cut-off
current or on-drop voltage is zero.

As physical switching devices, IGBTs are most widely used. But, power MOS-
FETs are suitable for low voltage, low power applications where fast switching (e.g.,
above 30kHz) is required. For high-power applications (6000V, 6000A), IGCTs are
utilized. Note that each switch has an anti-parallel diode in the voltage source
inverter to provide commutation paths for inductive loads.

However, practical semiconductor switches show non-ideal behavior: During the

zm
Va

s

n

z
m

z
mQ2Q6

Q5Q1

Q4

Q3

D1

D6

D5

D4

D3

D2

Sa Sb Sc

Sa’ Sb’ Sc’

Vc

Vb

Figure 10.1: A voltage source inverter with six switching devices.
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turn on transient, the (collector-emitter) voltage that a switch bolsters drops only
after the switch (collector) current builds up. Since the collector current flows while
the collector-emitter voltage remains high, power loss takes place in the switch.
During the turning off transient, the current begins to drop after the collector-
emitter voltage rises. For the same reason, the switch loss takes place. Fig. 10.2 (a)
shows plots of nonzero-voltage turn on and nonzero current turn off. Fig. 10.2 (b)
shows voltage-current contours during the switching transitions. Theses switching
losses heat up the switch and are directly proportional to the switching frequency.

Besides, physical switches cause conduction losses due to the switch on-drop
voltage during the conduction stage. As the voltage blocking capability increases,
the on-drop voltage increases. The semiconductor switches should be cooled off so
that the junction temperature is below 150◦C.

On loss Conduction loss Off loss

VCE

IL

VCE

IL On

Off

t

t

(a) (b)

On loss Conduction loss Off loss

VCE

IL

VCE

IL On

Off

t

t

(a) (b)

Figure 10.2: (a) Typical current and voltage profiles of a semiconductor switch and
(b) turn on and off contours in the voltage-current plane.

10.1 Switching Functions and Six-Step Operation

Three-phase voltage source inverters consist of six switches and DC link capacitors,
as shown in Fig. 10.1. The switches are grouped by arm such that (Sa,S

′
a), (Sb,S

′
b),

and (Sc,S
′
c). In each switching arm, both upper and lower switches should not be

turned on concurrently to avoid arm shorting.

Note that the middle point of the DC link capacitor is denoted n. We also denote
by Sa = 1 if switch Sa is turned on, otherwise Sa = 0. The same rule is applied to
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Sb and Sc. Consider the switching pattern for n = 0, 1, 2, · · · :{
Sa = 1, nπ ≤ ωt < (n+ 1)π
Sa = 0, (n+ 1)π ≤ ωt < (n+ 2)π,{
Sb = 1, (n+ 2/3)π ≤ ωt < (n+ 5/3)π
Sb = 0, (n+ 5/3)π ≤ ωt < (n+ 8/3)π,{
Sc = 1, (n− 2/3)π ≤ ωt < (n+ 1/3)π
Sc = 0, (n+ 1/3)π ≤ ωt < (n+ 4/3)π.

This switching pattern is called “six-step operation”, since it utilizes six switchings
per period. Using the switching function, the pole voltages with reference to n are
±Vdc

2 . More specifically,

van =
Vdc
2

(2Sa − 1), (10.1)

vbn =
Vdc
2

(2Sb − 1), (10.2)

vcn =
Vdc
2

(2Sc − 1). (10.3)

Hence, the line-to-line voltage is obtained such that

vab = van − vbn,

vbc = vbn − vcn,

vca = vcn − van.

The pole voltages and line-to-line voltages versus time are shown in Fig. 10.3. Note
that the peak value of the line-to-line voltage is Vdc. The fundamental component
of the line-to-line voltage is calculated as

vab[1] =
2

π

∫ π

0
vab sinωt d(ωt) =

2

π

∫ 5π/6

π/6
Vdc sinωt d(ωt) =

2
√
3Vdc
π

.

This is the maximum output voltage that an inverter can produce for a given DC
link Vdc. Some higher order spectral coefficients are listed in Table 10.1.

Table 10.1: Harmonic coefficients of the six-step line-to-line voltage.

Harmonic number (n) 1 −5 7 −11 12

vab[n]/vab[1] 1 −0.2 0.14 −0.1 0.08

Note that

van = vas + vsn, (10.4)

vbn = vbs + vsn, (10.5)

vcn = vcs + vsn. (10.6)
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Figure 10.3: Pole and line-to-line voltages with the six-step operation.

With the assumption that vas + vbs + vcs = 0, it follows that

vsn =
van + vbn + vcn

3
=
Vdc
6

(2Sa + 2Sb + 2Sc − 3) . (10.7)

Note again that vsn is the voltage difference between the neutral point, s of the
motor and the DC link center tap, n. Then, the motor phase voltages follow from
(10.4)-(10.7) as:

vas =
Vdc
3

(2Sa − Sb − Sc), (10.8)

vbs =
Vdc
3

(2Sb − Sc − Sa), (10.9)

vcs =
Vdc
3

(2Sc − Sa − Sb). (10.10)

The motor phase voltages and vsn are depicted in Fig. 10.4. Obviously, the sum of
(10.8), (10.9), and (10.10) is equal to zero. But, vsn is changing its level six times per
period, producing a sixth harmonic component. The fluctuation of vsn is a source
of the common mode noise, which causes bearing current.

The phase voltages shown in Fig. 10.4 are the typical voltage patterns of the
six-step inverter operation. The rms of the fundamental component of the phase
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Motor

phase

voltages

Figure 10.4: Phase voltages and the motor neutral voltage with the six-step oper-
ation.

voltage is equal to

vas(rms)[1] =

√
2

π
Vdc.

It should be noted that the six-step operation requires the minimum number of
switchings whereas it produces the maximum rms voltage under a given DC link
voltage. Therefore, it is utilized in some high-power machine drives where the
fast switching is not feasible. But, it causes large current harmonics, as shown
in Fig. 10.5.

Exercise 10.1
Show that the rms value of the fundamental component of the six-step phase voltage,

vas is equal to vas(rms)[1] =
√
2
π Vdc.

10.2 PWM Methods

The pulse-width modulation (PWM) is a DC voltage modulation method that pro-
vides an arbitrary intermediate voltage by adjusting the on and off ratio in each
period. Numerous PWM methods were investigated by many researchers [4], [5],
[6], but sinusoidal PWM and space vector PWM are the two most popular methods.
The sinusoidal PWM can be realized by analog circuits, whereas the space vector
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(a) (b)

(c) (d)

fundamental

5th 7th

fundamental

5th

7th

Figure 10.5: Six-step operation: (a) phase voltage, (b) phase voltage spectrum,
(c) current, and (d) current spectrum.

PWM consumes a DSP computing power since PWM duties are calculated by a
partitioning method in each PWM period.

10.2.1 Sinusoidal PWM

Sinusoidal PWM is obtained by comparing a triangular wave with a sinusoidal wave,
as shown in Fig. 10.6: Turn-on signal of the high-side switch is determined according
to

Sa =

{
1, if Vsine ≥ Vtri
0, if Vsine < Vtri

,

where Vsine and Vtri are sinusoidal and triangular waves, respectively. A schematic
drawing of the sinusoidal PWM and the corresponding output voltage is shown in
Fig. 10.6. The maximum peak voltage is equal to Vdc

/
2. Thus, the ratio of the

maximum sinusoidal PWM to the six-step operation is equal to

maxVrms(sinusoidal)

Vrms(six−step)
=

1
2
√
2√
2
π

= 0.785.
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Figure 10.6: Sinusoidal PWM method by comparing with triangular wave.

Fundamental

3rd harmonic

Sum

Figure 10.7: Addition of a 3rd-order harmonics.

Note that the simple sinusoidal PWM yields a low voltage utilization. It is possi-
ble to increase the rms voltage within Vdc/2 by adding some higher-order harmonics.
These methods are referred to as overmodulation. Fig. 10.7 shows how the 3rd-order
harmonics lowers down the peak value of the fundamental, providing room to in-
crease further the fundamental component. On the other hand, since the 3rd-order
harmonics are identical in a, b, and c phases, they are canceled out in the line-to-
line voltages. Therefore, the line-to-line voltage level can be increased without any
distortion by adding 3rd-order harmonics. A simple overmodulated waveform and
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the overmodulation regions are shown in Fig. 10.8.

Over modulation area

360

180

An overmodulated

wave form

Figure 10.8: Over modulation region.

10.2.2 Space Vector PWM

The six-inverter switching status can be mapped into the vertices of a regular
hexagon. With zero (0,0,0) and seven (1,1,1) switching vectors, the eight vectors are
defined by

V1 : (Sa, Sb, Sc) = (1, 0, 0);

V2 : (Sa, Sb, Sc) = (1, 1, 0);

V3 : (Sa, Sb, Sc) = (0, 1, 0);

V4 : (Sa, Sb, Sc) = (0, 1, 1);

V5 : (Sa, Sb, Sc) = (0, 0, 1);

V6 : (Sa, Sb, Sc) = (1, 0, 1);

V7 : (Sa, Sb, Sc) = (1, 1, 1);

V0 : (Sa, Sb, Sc) = (0, 0, 0).

Fig. 10.9 shows the directions of the flux vectors that correspond to the switching
vectors V1, · · · , V6. The direction of a space vector is chosen to be identical with
that of the resulting flux vector. For example, the direction of V1 = (1, 0, 0) is
the same as that of the flux (or current) vector that resulted from the switching
state, (Sa, Sb, Sc) = (1, 0, 0). In the similar methods, space vectors V2, · · · , V6 are
defined as shown in Fig. 10.10. Based on V0, · · · , V6, sectors are named Sector 1,
· · · , Sector 6. Note that V0 and V7 are the zero vectors that are located at the origin.

An arbitrary space vector can be represented as a sum of the decomposed vectors.
Consider a vector Va in Sector 1 shown in Fig. 10.11. Note that Va = Va1+Va2, where
Va1 and Va2 are the decomposed vectors into the lines of V1 and V2, respectively.
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Figure 10.9: Directions of the flux vectors for the switching vectors V1, · · · , V6.

q s
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ds
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cs

V1 (1,0,0)

V2 (1,1,0)V3 (0,1,0)
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V5 (0,0,1) V6 (1,0,1)

Sector 1

Sector 2

Sector 3

Sector 4

Sector 5

Sector 6

V0 (0,0,0)

V7 (1,1,1) 2/3Vdc

Figure 10.10: Space vector diagram.

Sector 1

V2(1,1,0)

V1(1,0,0)

Va

αV0(0,0,0)

V7(1,1,1) Va1

Va2

Figure 10.11: Calculation of on-times for v1 and v2 (partitioning by parallelogram).

Let Ts be the PWM switching interval. Decomposed vector, Va1, is synthesized
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by turning on V1(1, 0, 0) during a fractional time interval, T1, which is proportional
to the magnitude of Va1. Specifically, T1 and T2 are determined as

Va1
(2/3)Vdc

=
T1
Ts
, (10.11)

Va2
(2/3)Vdc

=
T2
Ts
. (10.12)

On the other hand, it follows from the geometrical relationship that[
vsd
vsq

]
≡ Va

[
cos(α)
sin(α)

]
=

T1
Ts

2

3
Vdc

[
1
0

]
+
T2
Ts

2

3
Vdc

[
cos π3
sin π

3

]
=

2

3

Vdc
Ts

[
1 cos π3
0 sin π

3

] [
T1
T2

]
. (10.13)

Therefore, [
T1
T2

]
=

√
3Ts
Vdc

[
sin π

3 − cos π3
0 1

] [
vsd
vsq

]
. (10.14)

This gives a relation between d, q voltage components and PWM duties in Sector 1.
Generalizing (10.14) in the other sectors, we obtain

T1 =

√
3Ts
Vdc

[
sin(

π

3
m)vsd − cos(

π

3
m)vsq

]
, (10.15)

T2 =

√
3Ts
Vdc

[
− sin(

π

3
(m− 1))vsd + cos(

π

3
(m− 1))vsq

]
, (10.16)

where m = 1, 2, · · · , 6 denotes a sector number. Equations (10.15) and (10.16)
enable us to calculate directly the switching duties from d, q voltage components.

Exercise 10.2
It is desired to calculate a voltage vector |Va|ejα in Sector 1. Show that

T1 = Ts
|Va|

2Vdc/3

sin(π3 − α)

sin π
3

T2 = Ts
|Va|

2Vdc/3

sin(α)

sin π
3

T0 = Ts − (T1 + T2) .

To use the polar coordinate representation, arctangent function should be used, i.e.,
α = tan−1(vsq

/
vsd). This can be a drawback. But, the arctan values can be obtained

through a look-up table or Taylor series expansion.
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Figure 10.12: PWM waveforms and gating signals.

10.2.3 Space Vector PWM Patterns

A vector V in Sector m can be obtained in an average concept such that for m =
1, 2, ..., 6, ∫ Ts

0
V dt =

∫ Tm

0
Vmdt+

∫ Tm+Tm+1

Tm

Vm+1dt+

∫ Ts

Tm+Tm+1

V0dt
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i.e.,

V = Vm
Tm
Ts

+ Vm+1
Tm+1

Ts
.

Zero voltage can be applied to the terminals by shorting either lower or upper
switches. All inverter output terminals are tied to the negative side of the DC link
in case of V0, whereas they are shorted to the positive rail of the DC link in case
of V7. With the symmetric PWM method, the zero vector intervals are partitioned
evenly between V0 and V7, i.e,

T0 = T7 =
Ts − (Tm + Tm+1)

2
.

Fig. 10.12 shows the method of synthesizing S1, S2, and S3 from T1 and T2 and the
corresponding symmetric PWM patterns.

(a)

(b)

Figure 10.13: (a) Space vector PWM output (Sa, Sb, Sc) and (b) line to line voltage
of the space vector PWM (Sa − Sb, Sb − Sc, Sc − Sa).

Fig. 10.13 (a) shows the phase voltages represented by S1, S2, and S3. Note that
each phase voltage is not sinusoidal wave. Each phase voltage contains 3rd-order
harmonics, so that the rms value is higher than that of the sinusoidal wave. In
other words, the wave looks more like a trapezoidal wave. For this reason, the space
vector PWM produces higher voltage than the sinusoidal PWM. But, the line to line
voltage appears sinusoidal as shown in Fig. 10.13 (b). Note from (10.14) that the
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space vector wave can be decomposed as the sum of a perfect sinusoidal wave and a
triangular wave (3rd-order harmonics). Since the 3rd-order harmonics are identical
in a, b, and c phases, they are canceled out when taking the line-to-line voltage.

Perfect Sinusoidal

Third Order Harmonic

Space Vector Output

+

=

Figure 10.14: Space vector wave decomposition.

10.2.4 Sector-Finding Algorithm

As shown in the above, duty computing equations, (10.15) and (10.16), are different
depending on sectors. To compute the on-duties of a given vector, V ∗ = (vsd, v

s
q),

the first step is to find a sector to which V ∗ belongs. In finding a sector, the signs
of vsd and vsq are utilized firstly. Note that vsq > 0 for Sectors 1, 2, and 3, and vsq < 0
for Sectors 4, 5, and 6. Further to distinguish between Sector 1 or Sector 2, |vq| and√
3|vd| are compared. Similarly, we have{

Sector 2, 5, if |vsq | >
√
3|vsd|

Sector 1, 3, 4, 6, if |vsq | <
√
3|vsd|.

Fig. 10.15 shows the sector-finding rule from (vsd, v
s
q), and Fig. 10.16 shows a com-

plete sector-finding algorithm.
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Figure 10.15: Finding sectors from (vsd, v
s
q).
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Figure 10.16: Sector finding flow chart.

10.2.5 Overmodulation

The maximum three-phase sinusoidal voltages are obtained if the space vectors are
synthesized along the periphery of the inscribed circle in the hexagon, as shown
in Fig. 10.17. Therefore, the maximum rms voltage obtainable through the space
vector PWM is

vmax =
1√
2

√
3

2

2

3
Vdc =

1√
6
Vdc. (10.17)

But this is a case without harmonics. With some harmonic distortion, the rms volt-
age can be increased further. For example, if we use the shaded region of Fig. 10.17,
higher voltage can be produced at the price of harmonic distortion. The PWM gener-
ation method utilizing the shaded region is called overmodulation. Overmodulation
techniques were studied by many researchers [7],[3],[8]. In high-speed applications,
the overmodulation plays an important role, since the back EMF grows steadily with
the shaft speed while the source voltage is fixed.
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Figure 10.17: A maximum voltage and overmodulation region in the space vector
PWM.

10.2.6 Comparision of Sinusoidal PWM and Space Vector PWM

We denote by vo1 and io the rms values of line to line voltage (fundamental compo-
nent) and current, respectively. The inverter switch utilizing factor (SUF) is defined
by

SUF =

√
3vo1io

6VT IT
,

where VT and IT are the maximum voltage and current applied to the switches,
respectively [1]. Note that the maximum rms voltages are

vo1 =

{ √
3

2
√
2
Vdc, Sinusoidal PWM

1√
2
Vdc, Space vector PWM.

Note also that VT = Vdc and IT =
√
2I0. Therefore,

SUF =

{
1
8 = 0.125, Sinusoidal PWM√
3

12 = 0.144, Space vector PWM.

Note that the SUF for the space vector PWM is higher than that of the sinusoidal
PWM, since the former utilizes 3rd order harmonics.

10.2.7 Current Sampling in the PWM Interval

To implement the vector control, it is necessary to sample the current. However,
the current changes even in a PWM interval. Therefore, the sampled value must be
the average value of the PWM interval. Fig. 10.18 shows a symmetric PWM and an
asymmetric PWM with a current sampling point. In case of the symmetric PWM,
the center value represents the average value. Therefore, current sampling at the
center guarantees an average current in the symmetric PWM. However, the average
value is not taken at the center with the asymmetric PWM.
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Figure 10.18: Current sampling points and points representing the average value:
(a) symmetric PWM and (b) asymmetric PWM.

10.2.8 Dead Time

As shown in Fig. 10.2 (a), the switch conduction current does not fall down to
zero immediately after the gating signal becomes low. This is because IGBTs have
long tail current and the switching circuit has stray inductance. Therefore, the
complementary switch should turn on after the current tail disappears. Otherwise,
the shoot-through phenomenon takes place. To prevent such a shoot-through, a
dead interval, in which both upper and lower switches are low, should be provided
for each signal transition. In case of IGBTs, the dead-time is typically 2µsec. The
dead-time is made by putting off all rising edges of gating signals. Fig. 10.19 shows a
method of generating the dead-time and the voltage error caused by the dead-time.

In most cases, especially when the load is inductive, the load current continues to
flow through an anti-parallel (free wheeling) diode during the dead-time even though
the two gating signals are low: Therefore, the pole voltage (inverter terminal voltage)
is determined to be either Vdc/2 or −Vdc/2 depending on the current direction: If the
current flows into the load (ias > 0), the load current flows through the anti-parallel
diode of low arm. Thus, −Vdc/2 appears at the terminal during the dead-time, i.e.,
a negative error voltage is made, as shown in Fig. 10.19 (a). On the other hand, if
current flows out from the load (ias < 0), the load current flows through the anti-
parallel diode of the upper arm. Thus, Vdc/2 appears at the terminal during the
dead-time, i.e., a positive error voltage is made as shown in Fig. 10.19 (b).

When the current level is low, the pole voltage during the dead-time tends to be
clamped zero since the pole voltage is not determined definitely. Distorted voltage
current waveforms are depicted in Fig. 10.20. It is obvious from Fig. 10.20 that the
percentage of distortion is large when the current level is low. The distortion caused
by dead-time can be corrected by adding or subtracting the dead-time interval, Td,
depending on the current polarities: To compensate the dead-time error, on-duty of
high-side switch is increased by Td, if ia < 0. Conversely, if ia < 0, then on-duty is
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Figure 10.19: Dead-time effects depending on current direction: (a) ias > 0 and (b)
ias < 0.

decreased by Td: {
Ta + Td, if ia > 0,
Ta − Td, if ia < 0,

where Ta is on-duty of the upper switch before compensation. Fig. 10.21 shows the
dead-time compensation method.

Fig. 10.22 shows experimental current waveforms before and after the dead-time
correction. It is observed that the dead-time also causes a reduction in the funda-
mental component of the output voltage, apart from distortion. In an extreme case,
the distorted output voltage produces subharmonics, resulting in torque pulsation
and instability at low-speed and light-load operation [10], [11]. In the sensorless
vector control, the voltage error caused by the dead-time has a significant negative
impact on the low-speed performance [12]. Some dead-time compensation schemes
are found in [10],[11],[9].

www.EngineeringEBooksPdf.com



286 AC Motor Control and Electric Vehicle Applications

(a)

Distorted

voltage

by dead time

current

(b)

Distorted

voltage

by dead time

current

Figure 10.20: Voltage distortion due to the dead-time when the current level is (a)
high and (b) low.
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Figure 10.21: Dead-time compensation depending on the current polarities:
(a) ias > 0 and (b) ias < 0.

10.3 Speed/Position and Current Sensors

In order to construct a current controller in the reference frame, the measured current
vector should be mapped into the reference frame. Therefore, the rotor angular
position and phase currents need to be measured. For position sensing, the absolute
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Figure 10.22: Current distortion due to the dead-time: (a) before compensation
and (b) after compensation.

encoder or resolver is utilized. Since absolute encoders are normally expensive,
incremental encoders are used with some starting methods in some applications.
For current sensing, Hall sensors are most popularly used.

10.3.1 Encoder

An incremental rotary encoder generates electrical pulses when the shaft rotates.
By counting the pulses, angular position or speed is measured. Fig. 10.23 shows
the structure of an encoder consisting of LEDs, photo transistors, and a disk with
slits. Normally, the disk is made of glass with the slits created by etching. As the
disk rotates, flickering light is monitored at the photo transistors and transformed
into electrical pulses. The voltage or current pulses are transmitted outside after
being shaped. Incremental encoders output three pairs of signals: A, A, B, B, and
Z, Z. The A and B phase signals are 90◦ out of phase, as shown in Fig. 10.23.
The signal states are summarized in Table 10.2. The direction is determined based
on which signal comes first after resetting, (A, B) = (0, 0). If the rising edge of B
comes first, then the device is determined to rotate in the clockwise (CW) direction.
Alternatively if the rising edge of A comes first, then it is determined to rotate in
the counterclockwise (CCW) direction.

Table 10.2: State diagram for encoder pulses.

Direction CW CCW

Phase A B Phase A B
1 0 0 1 1 0
2 0 1 2 1 1
3 1 1 3 0 1
4 1 0 4 0 0

The disk has one slot for Z-phase, so that the Z-phase pulse arises once per
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revolution. The Z-phase signal is used for resetting the data with an absolute
position.

LED Photo TR

A

B

Z

Slit

Disk

1 2 3 4 1 2 3 4

Figure 10.23: Incremental encoder and its signal patterns.

M/T-methods

There are two speed measuring methods: M -method and T -method. With the M -
method, the speed is measured by the number of encoder pulses,mm for a given fixed
time interval, Ts. Suppose that an encoder resolution is Ppr pulses per revolution
(PPR). Then, the number of pulses per second is mm

Ts
. Therefore, the shaft speed,

Nf , in rpm is calculated as

Nf =
60

Ts

mm

Ppr
(rpm).

Note however that the encoder pulse-width increases wider and wider as the speed
decreases, while Ts is fixed. Finally, mm will be a fractional number at a low speed.
The truncation error of mm/Ts becomes serious in a low speed. Correspondingly,
the M -method error increases as the speed decreases.

The T -method utilizes high frequency reference pulses internally. An encoder
pulse period is measured by counting the number of reference pulses captured be-
tween the rising edges of encoder pulses. Denote by ft the frequency of reference
pulses and by mt the number of reference pulses in an encoder period. Then, mt

/
ft

is the encoder period, and ft
/
mt is the number of encoder pulses per second. There-

fore, the shaft speed, Nf in rpm is calculated as

Nf =
60ft
Pprmt

(rpm).

The T -method is more accurate in a low-speed region, but becomes less accurate
as the speed increases, mt being small. Thus, it is not appropriate for high-speed
measurements.
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Fig. 10.25 compares the measurement errors of the M -method and T -method.
An integrated method that combines both M and T methods is called the M/T -
method. A synchronous speed measurement method was proposed in [13].

Encoder
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Reference

pulses

(a) (b)

Frequency

Figure 10.24: Speed measuring methods: (a) M -method and (b) T -method.
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Figure 10.25: Measurement errors versus speed.

10.3.2 Resolver and R/D Converter

Resolver is a type of angular position sensor that yields the absolute position [2].
Basically, it looks like a small synchronous generator. Fig. 10.26 shows a type of
resolver having one input coil and two output coils. But, the two stator windings
are 90 degrees apart; therefore, the coil currents are independent. It has a rotary
transformer on the rotor shaft so that the rotor coil is excited by an external sta-
tionary power source (2 ∼ 8V, 1 ∼ 20kHz). Depending on the rotor position, the
coupling coefficients between the rotor and stator windings change. As a result,
induced voltage levels of the two stator windings are different.

Specifically, a carrier signal is injected to the rotor winding through the rotary
transformer. Then, the induced voltage is modulated by the stator angle as the
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rotor rotates. The output voltages are expressed as sine and cosine functions of the
rotor angle, θr:

Vd = V0 sin θr sinωrst
Vq = V0 cos θr sinωrst.

Rotating coil

Stationary coil

+

+

Flux linkage

Rotary transformer

Output 1

Output 2
Input

Figure 10.26: Schematic diagram of a 1-input, 2-output resolver.

The rotor angle is measured by processing the output signals. The signal pro-
cessing module is called the resolver-to-digital converter (RDC). In a RDC, demod-
ulation and PLL circuits are normally employed, as shown in Fig. 10.27. First, Vd
and Vq are multiplied by cosφ and sinφ, respectively. Note that φ is an internal
variable which is desired to track θr. Then, we have

V0 sin θr cosφ sinωrst− V0 cos θr sinφ sinωrst = V0 sin(θr − φ) sinωrst.

Second, the carrier signal is eliminated by the synchronous rectification: Multiply
the signal by sinωrst and pass through a low-pass filter:

V0 sin(θr − φ) sin2 ωrst = V0 sin(θr − φ)
1− cos 2ωrst

2

LPF
⇒

V0
2

sin(θr − φ).

As shown in Fig. 10.27 (a), the PI controller is required for the tracking performance
of the loop. The voltage-to-frequency (V/F) converter generates pulses in proportion
to the input voltage level. Thus, a pulse counter yields digital values. Note that the
V/F converter along with the pulse counter functions as an integrator. Note also
that sin(θr − φ) ≈ θr − φ if φ is close to θr. Then, the RDC makes a closed-loop
with the resolver, as shown in Fig. 10.27 (b). Note further that φ converges to θr
due to the tracking ability of the PI controller.

Since the resolvers provide absolute angle, it is suitable in the PMSM control.
Another advantage is that resolvers are more robust mechanically than encoders,
since they do not use a fragile piece such as a glass disk.
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LPF PI
V/F

converter

demodulator

Pulse

counter

to processor

+

-

(a)

PI
+

-

(b)

Figure 10.27: RDC block diagram: (a) functional blocks and (b) simplified equiva-
lent block diagram.

10.3.3 Current Sensors

When the current flows through a semiconductor piece that is laid in a magnetic field,
the carriers (holes and electrons) experience a force in an orthogonal direction. That
force makes a carrier concentration gradient, so that a voltage appears across the
device width. The voltage is proportional to the magnet field, and this effect is called
the Hall-effect. Hall sensors are most widely used for current measurements, since
they provide natural isolation between the measured line and the sensing circuit.

Fig. 10.28 shows two types of current sensors. The voltage type directly utilizes
the Hall-sensor voltage, vh as a measured current. But, the core material shows
nonlinear characteristics as the B field increases. Further, this method contains an
offset error due to the hysteresis loop. Thus, the voltage type current sensors have
a relatively large error ( typically ±1%).

The current type Hall-current sensor employs an extra winding and a current
servo amplifier. The Hall sensor is used for detecting the air gap flux. If the gap
field is not equal to zero, then the servo amplifier forces current, isv, to flow in the
opposite direction until the air gap field is nullified. Since the closed-loop is formed
with a PI controller, the air gap field remains zero. In this case, isv is proportional to
I. Here, resistor, rsv, is inserted to measure isv. That is, I is detected by measuring
vsv = rsvisv. Since the current type sensor maintains the core field equal to zero,
it is less affected by the material properties of the core. Therefore, it yields more
accurate measurements (0.1% offset error).
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+

-

+

-

(a) (b)

PI

Figure 10.28: Hall-effect current sensors: (a) voltage type and (b) current type.
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Problems

10.1 Calculate vas[5]/vas[1] and vas[7]/vas[1] for six-step inverter operation.

10.2 Suppose that the DC link voltage is Vdc = 300V and that the switching fre-
quency is 8kHz. Calculate T1 and T2 in the symmetric PWM to synthesis a
voltage vector, 100∠30◦V.

10.3 Determine the sector where the voltage vector (vsd, v
s
q) = (−100V,−77V) be-

longs according to the sector-finding algorithm.

10.4 It is desired to synthesize 10V and 100V using an inverter whose DC link is
300V. Assume that the PWM frequency is 8kHz and that current polarity is
positive. If the dead-time is 2µs, calculate the relative voltage errors, ∆V

/
V

for both cases.

10.5 Consider a 1000 pulse/rev encoder. Calculate the maximum speed error
(∆Nf

/
Nf ) when the M -method is utilized with 100Hz sampling (Ts = 20

ms) for Nf = 10 and 100 rpm.

10.6 Consider a 2 input, 1 output resolver shown in Fig. 10.29. Determine the
output function.

Rotating coil

Stationary coil

+

+

Flux linkage

Rotary transformer

Input 1

Input 2

Output

Figure 10.29: A 2-input, 1-output resolver (Problem 10.6).
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Chapter 11

Vehicle Dynamics

Since the land vehicles are designed to move primarily in one direction, only single
dimensional lateral dynamics are considered. There are five lateral force components:
inertial force, longitudinal traction force, air drag, tire rolling resistance, and gravity
when the vehicle is moving up or down a hill.

11.1 Longitudinal Vehicle Dynamics

Fig. 11.1 shows the lateral force components for a vehicle moving on an inclined
road. Air drag, Faero, rolling resistance, Froll, and gravity constitute the road load.
Traction force, Fx, is provided via the slip between tire and road, and the engine
or electric motor is the real power source for the slip generation. The difference
between the sum of road loads and the traction force is used for acceleration or
deceleration:

mv
d

dt
Vx = Fx − Faero − Froll −mvg sinα (11.1)

where Vx is the vehicle velocity along the longitudinal x-direction, mv is the vehicle
mass including passenger loads, g is the acceleration of gravity, and α is the incline
angle of the road.

Figure 11.1: Lateral force components of a vehicle.
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11.1.1 Aerodynamic Drag Force

When a headwind blows at a speed of Vwind to a moving vehicle, the aerodynamic
drag force exerted on a vehicle is calculated as

Faero =
ρCdAF

2
(Vx + Vwind)

2 (11.2)

where ρ is the mass density of air, Cd is the aerodynamic drag coefficient, and
AF is the equivalent frontal area of the vehicle. The mass density of air is equal
to ρ = 1.225kg/m3 at the commonly used standard set of conditions (15◦C and a
101.32 kPa). The frontal area AF is in the range of 79− 84% of the area calculated
from the vehicle width and height for passenger cars [5]. The aerodynamic drag
coefficient is typically in the range 0.2 < Cd < 0.4: Cd ≈ 0.3 for common passenger
cars and Cd ≈ 0.4 for common sports utility vehicles.

To investigate the aerodynamic effect separately, we assume in the following
that a vehicle is traveling a horizontal road when the headwind is equal to zero.
Neglecting the rolling resistance, (11.1) reduces to

mv
dVx
dt

= −ρAFCd
2

V 2
x + Fx. (11.3)

Let K1 =
√

ρAFCd
2mv

and K2 =
√

Fx
mv

. Then it follows from (11.3) that

dVx
dt

= −K2
1V

2
x +K2

2 .

Separating variables, we obtain

dVx
Vx −K2/K1

− dVx
Vx +K2/K1

= −2K1K2dt.

Thus, integrating over [0, t), it follows that

ln
|Vx −K2/K1|
|Vx +K2/K1|

= −2K1K2t.

Note however Vx < K2/K1. Thus, we have

−Vx +K2/K1 = (Vx +K2/K1)e
−2K1K2t.

Therefore, the velocity is given as [3]

Vx(t) =
K2

K1

eK1K2t − e−K1K2t

eK1K2t + e−K1K2t
=
K2

K1
tanh (K1K2t) . (11.4)

Since tanh is a monotonically increasing function, the maximum velocity is obtained
as

max Vx(t) = lim
t→∞

K2

K1
tanh (K1K2t) =

K2

K1
=

√
2Fx

ρAFCd
. (11.5)
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This is a velocity limit caused by the aerodynamic drag force. That is, the maximum
velocity is determined mostly by the thrust and aerodynamic coefficients.

Exercise 11.1
Consider a vehicle with parameters: mv = 1000kg, AF = 2.5m2, ρ = 1.225kg/m3,
and Cd = 0.3. Assume that the traction force is equal to 2kN . Considering only
the aerodynamic resistance, calculate the maximum velocity. Repeat the calculation
when AF = 1.5m2.

Solution

K1 =
√
ρAFCd

/
(2mv) = 0.0214 and K2 = 1.414. The maximum velocity

is equal to 66.07m/s = 238km/h. When AF = 1.5m2, the maximum velocity is
307km/h.

11.1.2 Rolling Resistance

As the tire rotates, a part of the tire is continuously depressed at the bottom, and
then released back to its original shape after it leaves the contact region. Fig. 11.2
shows a tire depression. These depressing and releasing processes are not totally
elastic. That is, due to the damping action, energy is consumed during the deforming
and recovering processes. Such a loss of energy in the tire is reflected as a rolling
resistance that opposes the motion of the vehicle.

Obviously, the amount of deformation depends on the vehicle’s weight. Typically,
the rolling resistance is modeled to be proportional to the normal force, Fz, on the
tire, i.e., the sum of rolling resistance is

Froll = frFz = frmvg cosα, (11.6)

where fr is the rolling resistance coefficient. Typical values for radial tires are in the
range of 0.009∼ 0.015. The rolling resistance is affected by the vehicle speed, but
the contribution of the speed dependent term is very small, so that it is neglected
[1]. If the weight distribution between the front and rear wheels is not even, the
rolling resistances should be calculated separately.

Exercise 11.2
Suppose that the weight distribution of front and rear wheels is 6:4, and the vehicle
mass is 1200kg. Find the rolling resistance force, when fr = 0.015. Assume that
the vehicle is running at the speed of 80km/h, while the traction power is equal to
Px = 30kW. Find the percentage of the rolling resistance out of the total traction
force.
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Contact
region

Slip

Figure 11.2: Rolling resistance and slip.

Solution

Front wheels : Froll = 0.015× 1200× 0.6× 9.8 = 105.8(N),

Rear wheels : Froll = 0.015× 1200× 0.4× 9.8 = 70.6(N).

The total tire traction force is equal to Fx = Px/Vx = 30000/(80000/3600) = 1350N.
Thus, the percentage of the rolling resistance is equal to (105.8+70.6)/1350 ×100 =
13%.

11.1.3 Longitudinal Traction Force

The longitudinal traction force Fx is based on a friction that is proportional to the
slip between the tire and road surfaces. The slip speed is defined as the difference
between the circumferential speed of the tire, rwωw and vehicle velocity, Vx, where
rw is the wheel dynamic rolling radius and ωw is angular speed of wheel. The
normalized slip is defined as [2]

sx =
rwωw − Vx
rwωw

. (11.7)

Experimental results have shown that the longitudinal traction force increases in
proportion to the slip in the low slip range. The force grows almost linearly with the
slip, but decays after a certain slip. Fig. 11.3 shows a typical longitudinal friction
coefficient versus slip and it is modeled with a nonlinear function, µ(·), as

Fx = µ(sx)Fz(dr), (11.8)

where Fz(dr) is the normal force on the driven axle. However, it depends on the
road and tire conditions. On dry concrete or asphalt, the traction force increases
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Figure 11.3: Longitudinal traction force as a function of wheel slip.

until the slip reaches 20% [1]. Fig. 11.3 also indicates that slip always takes place
whenever the traction force is generated. In the linear region, the traction force is
modeled as

Fx = µs0sxmvg cosα. (11.9)

where µs0 is the longitudinal friction coefficient.

Exercise 11.3
Assume that a vehicle of mv = 1200kg is on the horizontal plane. According to the
curve shown in Fig. 11.3, the traction force is equal to 4kN at sx = 0.1. Determine
µs0.

Solution

µs0 =
4000

0.1× 1200× 9.8
= 3.4.

11.1.4 Grade

The grade is defined as a percentage, i.e., % grade = ∆h
d × 100, where d and ∆h are

horizontal and vertical lengths of a slope, respectively. Then the grade angle, α is
equal to

α = arctan
%grade

100
. (11.10)

Typical grade specifications are 7.2% for normal driving and 33% for vehicle launch
[1].
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Exercise 11.4
Assume that a vehicle of mass 2000kg is moving on a uphill of grade 20%. Calculate
the force due to gravity.

Solution
Note that α = arctan(20/100) = 11.3◦. Thus, mg sinα = 2000 × 9.8 × sin 11.3◦ =
3841N.

11.2 Acceleration Performance and Vehicle Power

Vehicle dynamics (11.1) is rewritten as [1]-[4]

dVx
dt

=
1

mv

(
Fx −

ρCdAF
2

V 2
x − frmvg cosα−mvg sinα

)
. (11.11)

The difference of tractive force, Fx, from the sum of road loads (gravity, rolling, and
aerodynamic resistances) is used for accelerating the vehicle.

Acceleration is an important feature in the vehicle performance evaluation. Most
passenger cars have 4∼ 12 second acceleration time from zero to 100km/h. Consider,
for example, a car having 10 seconds acceleration time for 0-100km/h. Then, an
average acceleration is 0.28g. Fig. 11.4 shows the inertial force components for
0.28g acceleration. Note that the inertial force takes the largest percentage (see
Fig. 11.4(a)). The next largest component is the gravity when the grade is 7.5%.
The aerodynamic force becomes noticeable when the vehicle speed exceeds 100km/h.

Exercise 11.5
Consider a vehicle with parameters: mv = 1500kg, AF = 2m2, ρ = 1.225kg/m3,
Cd = 0.3, and fr = 0.01. Suppose that the maximum acceleration is 0.28g.
a) Calculate the lateral force components; ρ

2CdAFV
2
x , mv

dVx
dt , frmvg cosα, and

mvg sinα, when the grade is 7.5%.
b) Repeat the same calculation when the vehicle runs at constant speeds when the
grade is 20%.

Solution
Fig. 11.4 shows the magnitudes of aerodynamic, gravity, tire rolling, and inertial
forces.

As indicated by (11.8), the vehicle thrust is generated via the slip between the
driving wheels and the load. Note however that the wheel slip is a function of the
vehicle speed, Vx, Therefore, the traction force cannot be determined, unless vehicle
speed is known, i.e., the complete vehicle dynamics are described by a closed-loop:
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Figure 11.4: Lateral force components versus speeds: (a) acceleration=0.28g and
grade=7.5% and (b) zero inertial force with grade=20% (Exercise 11.5).

Substituting (11.9) for Fx, we obtain from (11.11) that

dVx
dt

=
1

mv

(
µs0

rwωw − Vx
rwωw

mvg cosα− ρCdAF
2

V 2
x − frmvg cosα−mvg sinα

)
.

(11.12)

Exercise 11.6 [6]
Simplified longitudinal vehicle dynamics are:

Jwω̇w = Tw − rwFx (11.13)

mvV̇x = Fx − Frl (11.14)

Fx = mvg × µs0
rwωw − Vx
rwωw

, (11.15)

where Jw is the wheel inertia, Tw is the wheel shaft torque, and Frl is the road load
representing the sum of the rolling resistance, gradient, and aerodynamic drag forces.
Draw a block diagram for the longitudinal dynamics based on (11.13)−(11.15) re-
garding Frl as an external disturbance.

11.2.1 Final Drive

Consider an EV drive-line model, shown in Fig. 11.5. Denote by gdr the whole gear
ratio from motor shaft to wheel axle. Also, we denote by ηdr the drive-line efficiency,
i.e., the efficiency of the gear train between the motor and the axle.

Note that

Vx = rwωw(1− sx) = rw

(
ωr
gdr

)
(1− sx) , (11.16)
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Figure 11.5: EV drive-line model.

where rw is the effective radius of the driving wheels. Therefore, the vehicle traction
power is equal to

Px = Tw
Vx
rw

= Tw

(
ωr
gdr

)
(1− sx)

= Teωrηdr(1− sx), (11.17)

where Tw is the torque of the wheel axle. In the second equality of (11.17), the
loss in the drive-line is reflected by multiplying ηdr, i.e., the motor shaft torque is
reduced such that Teηdr =

Tw
gdr

.

We also denote by ηf the whole efficiency from motor shaft power, Pe, to vehicle
traction power. Since Pe = Teωr, it follows from (11.17) that

ηf ≡ Px
Pe

= ηdr(1− sx). (11.18)

Thus, the whole efficiency is comprised of the drive-line efficiency and the efficiency
in the force conversion between the wheel surface and the road. Note that there is
a significant loss mechanism associated with the wheel sleep. Specifically, the power
loss caused by the slip is equal to Peηdrsx or FxVx

sx
1−sx . The Sankey diagram for the

motor power is depicted in Fig. 11.6.

11.2.2 Speed Calculation with a Torque Profile

The maximum torque curve of a motor is divided into two segments: constant torque
and constant power regions. The two regions are separated by the base speed, ωb, as
shown in Fig. 11.7. Therefore, different values of the tractive effort should be used
for the maximum acceleration.

Utilizing (11.17) and (11.18), it follows that

Fx =
Px
Vx

=
Teηdrωr(1− sx)

rwωw(1− sx)
=
Teηdrgdr
rw

. (11.19)
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Figure 11.6: Sankey diagram for the EV motor power.

Using the base speed, ωb, of the traction motor as a pivot value, the maximum
tractive effort of EV is set as

Fx =

{
Tegdrηdr

rw
, ωr ≤ ωb

Peηf
Vx

, ωr > ωb.

Then, the governing equations for the maximum acceleration are

dVx
dt

=
1

mv

(
Tegdrηdr
rw

− frmvg −
ρCdAF

2
V 2
x

)
for constant torque region.

(11.20)

dVx
dt

=
1

mv

(
Peηf
Vx

− frmvg −
ρCdAF

2
V 2
x

)
for constant power region.

(11.21)

Exercise 11.7
Consider an EV with the parameter listed in Table 11.1.

a) Assume that gdr = 4.1 and ηdr = 0.95. Calculate the maximum tractive effort.
Draw the tractive effort versus speed for 50kW constant power.

b) Assume that the vehicle mass with a load is 1500kg. Compute road loads accord-
ing to

Frl =
ρCdAF

2
V 2
x + frmvg cosα+mvg sinα

when the grades are 0, 10, 20, 30, and 35%. Draw the load lines versus speed.
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Figure 11.7: An EV motor tractive effort.

Table 11.1: Example EV parameters

Vehicle Motor

Curb weight 1313kg Max. torque 400Nm
Drag Coeff., Cd 0.3 Base speed 1200rpm
Frontal area, AF 1.746m2 Max. speed 6400rpm
Rolling resistance, fr 0.009 Max. power 50kW
Dynamic tire radius, rw 0.29m

Solution

Fx =
Tegdrηdr
rw

=
400× 4.1× 0.95

0.29
= 5372N.

The vehicle speed corresponding to the motor base speed (with zero slip) is

1200

60
× 2π × 1

4.1
× 0.29× 3600

1000
= 32km/h.

Calculation results are shown in Fig. 11.8.

Exercise 11.8
Consider an EV with parameters: mv = 1598kg, AF = 2m2, ρ = 1.225kg/m3,
Cd = 0.3, fr = 0.015, rw = 0.284m, gdr = 9, ηdr = 0.9, ηf = 0.8, and α = 0. The
motor has the constant maximum motor torque of 270 Nm under a base speed. As-
sume that the vehicle speed corresponding to the motor base speed is Vxb = 30 km/h.

a) Calculate the time elapsed before the vehicle speed reaches 30km/h. Neglect the
aerodynamic force, since it is small in a low speed range.
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Figure 11.8: Motor tractive force and sum of lateral road loads of an EV listed in
Table 11.1. (Exercise 11.7).

b) Calculate the maximum motor power at the time vehicle speed reaches Vx =
30km/h.

c) Compute the acceleration performance utilizing Rounge−Kutta 4th method based
on (11.20) and (11.21).
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Figure 11.9: Acceleration performance (Exercise 11.8).
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Solution.
a) Neglecting the aerodynamic force, we have

dVx
dt

=
1

1598

(
270× 9× 0.9

0.284
− 0.015× 1598× 9.8

)
= 4.67m/s2.

Therefore, the elapsed time for Vx = 30km/h is equal to

30× 1000

3600
× 1

4.67
= 1.78s.

b) The motor power is equal to

Pe = Te
ηdrgdr
ηf

Vx
rw

= 270× 9× 0.95

0.8
× 30000

3600× 0.284
= 80.2kW.

c) Fig. 11.9 shows a simulation result based on (11.20) and (11.21) according to
the maximum torque and constant power curves shown in Fig. 11.7. Note that
0-100km/h acceleration time is 10.7 s. The simulation result shows that the accel-
eration time up to 30km/h is 1.8 s, which is quite close to the approximate solution
(1.78 s) obtained in a).

Exercise 11.9
Consider an EV with mv = 1500kg and fr = 0.015. Assume that the drive-line
efficiency is ηf = 0.82. Neglecting the aerodynamic force, calculate the road load,
Fx when the road grade is 7.5%. Calculate the required motor power to maintain a
vehicle speed at 36km/h.

Solution.
Note that α = tan−1(0.075) = 4.3◦. The required force at steady-state is equal to

Fx = frmvg cosα+mvg sinα

= 0.015× 1500× 9.8× cos 4.3◦ + 1500× 9.8× sin 4.3◦ = 1319.5N.

Thus,

Pe = FxVx ×
1

ηf
= 1319.5× 36000

3600
× 1

0.82
= 16091W.

11.3 Driving Cycle

A driving cycle is a standardized driving pattern developed to test the efficiency of
vehicle engines or drive trains. The pattern is a velocity-time table which represents
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urban stop and go driving or relatively smooth highway cycles. The US Environ-
mental Protection Agency (EPA) developed the Federal Test Procedure (FTP75)
to assess the performance of vehicles, such as fuel consumption and polluting emis-
sions. The urban portion of the FTP75 is taken as the urban dynamometer driving
schedule (UDDS). The UDDS, often called LA-4 or FTP72 cycle, has high percent-
age of stop time and acceleration/deceleration, and the maximum speed is less than
30km/h. A hybrid power-train may demonstrate a noticeable gain in fuel economy
with the UDDS.

NYCC is the most representative of urban driving that includes signals and
congestion, with an average speed of only 11.4 km/h. US 06 cycle is an EPA highway
cycle representing a high-speed traffic flow. The average speed is 77.2 km/h, but the
maximum acceleration is 3.8m/s2. New European driving cycle (NEDC) consists of
four repeated ECE-15 driving cycles and an Extra-Urban driving cycle. But, the
maximum velocity is lower than the real vehicles speed on European trunk road.
Fig. 11.10 shows the speed plots of EPA UDDS, US06 Hwy, and NEDC, whose
average speeds are 34, 77.2, and 32.2 km/h.
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(a)

(b)

(c)

Figure 11.10: (a) EPA urban dynamometer driving schedule (UDDS), (b) highway
driving cycle (US06 Hwy), and (c) NEDC.
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Problems

11.1 Consider a vehicle with parameters: mv = 1200kg, AF = 1.5m2, ρ = 1.225kg/m3,
and Cd = 0.35. Assume that the traction force is equal to 4kN .

a) Calculate the acceleration time for 0− 100km/h considering only the
aerodynamic drag and inertial force.

b) Calculate the theoretical speed limit.

c) Calculate the acceleration time again for 0− 100km/h when the wind
blows at 10m/s in the opposite direction.
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11.2 Obtain the solution of the following in an explicit form:

s(t) =

∫ t

0
Vx(τ)dτ =

∫ t

0

K2

K1
tanh(K1K2τ)dτ.

Calculate the distance traveled during 0 − 100km/h acceleration under the
conditions of Problem 11.1.

11.3 Consider an EV listed in Table 11.1. Assume sx = 0.1 and gdr = 4.1. Utilizing
Vx = ωrrw

gdr
(1−sx), determine the maximum vehicle speed when the motor runs

at 6400rpm.

11.4 Consider a driving pattern shown in Fig. 11.11.

a) Calculate the rolling resistance, gravity, and inertial force using the
data listed in Table 11.1 when the vehicle mass with a load is 1350kg
and the grade is 10%.

b) Draw the corresponding power plot.

c) Calculate the motor torque and speed for 7 ≤ t < 15 sec when the
wheel slip is sx = 0.1, the drive-line gear ratio is gdr = 4.1, and the
drive-line efficiency is ηdr = 0.95.

0 7 15 20

32

Time (sec)

V
e
lo

c
it
y
 (

k
m

/h
)

Figure 11.11: A driving pattern (Problem 11.4).

11.5 Consider an EV with parameters: the vehicle mass is mv = 1500kg, the max-
imum motor torque is Te = 250Nm, the drive-line gear ratio is gdr = 4.1, the
drive-line efficiency is ηdr = 0.95, and the wheel radius is rw = 0.29m

a) Calculate the maximum grade of an EV at launching. Neglect the roll
force.
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b) Calculate the base speed of the motor when the rated power is equal
to 55kW and the rated torque 250Nm.

c) Assuming sx = 0.1, calculate the vehicle speed when the motor oper-
ates at the base speed.

11.6 Consider an electric bus with parameters: mv = 4500kg, rw = 0.35m, and
fr = 0.01.

a) Assuming the slip, sx = 0.15, calculate wheel shaft speed when the
bus runs at 60km/h.

b) The motor speed needs to be 7500rpm when the bus runs at 60km/h
with the slip 0.15. Determine the gear ratio.

c) The required thrust is Fx = 4000N at Vx = 60km/h. Determine the
motor power assuming that the drive-line efficiency with slip is 0.8.

d) When the base speed is 3600rpm, determine the rated torque.

e) Calculate the roll force according to Froll = frmg. Suppose that
the motor starting torque is 330Nm. Determine the maximum grade at
launching.

11.7 Consider EV parameters listed in Table 11.1 and refer to the motor tractive
effort shown in Fig. 11.8. Calculate the vehicle 0−100 km/h acceleration time
with the following instructions:

For (0, 32)km/h range, the maximum torque is applied. Neglect the
aerodynamic drag in calculating the road load.
For (32, 100)km/h, let ηf = ηdr(1− sx) = 0.8.

Obtain the solution by solving (11.20) and (11.21) with the Rounge−Kutta
method.
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Chapter 12

Hybrid Electric Vehicles

Hybrid electric vehicles (HEVs), as the name stands for, have two kinds of power
sources. An electric power source is added to the conventional internal combustion
engine (ICE), which helps to improve the fuel economy through load sharing and
regenerative braking.

Note that common ICEs have the optimum fuel efficiency in the middle speed
and high torque range. But, the efficiency is low in the low-speed/low-torque region.
Therefore, the ICEs have relatively inferior performances in urban driving where
there are many stop-go situations. On the other hand, electric motors produce high
torque naturally in the low-speed region and have a fairly high-efficiency in overall
operating region. If the vehicle is propelled by a motor in a low-speed region, the
overall fuel economy will be improved significantly. Furthermore, the motor can
force the engine to operate in an optimal condition independently of the road load.
The motor also enables the regenerative braking, i.e., vehicle’s kinetic energy can
be retrieved into the battery when the vehicle is decelerating. But, ICEs provide
sustainable power over long driving periods and have the advantage of short refueling
times.

12.1 HEV Basics

Typical driving patterns include start, acceleration/incline, cruise, decline, and de-
celeration/stop, as shown in Fig. 12.1. Direct benefits of HEVs can be summarized
as follows:

Idle Off : Idle off means that the engine shuts down during even brief stops. Its
functionality is designed so as not to be noticeable by the driver. As soon as a
driver releases the brake pedal, the vehicle is initially propelled by the motor,
and engine cranking follows soon afterwards. Idle off is particularly advan-
tageous for urban traffic situations; taxis and buses are ideal candidates for
idle off application. According to the tests undertaken by Tokyo Metropolitan
authorities, idling-stopping improved fuel economy as much as 14%.

313
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Regenerative Braking: Regenerative braking is an important feature of the hy-
brid systems. Electric motors can retrieve the vehicle’s kinetic energy in the
form of electrical energy, while applying a deceleration torque to the wheel.
That is, the regenerative braking saves the energy that would normally dissi-
pate as waste heat. In the LA-4 driving mode, about 25% of the total efficiency
improvement gained by hybridization is attributed to regenerative braking [15]
out of the total efficiency improvement gained by hybridization. But the re-
generation capacity is limited mainly by the battery power rating, i.e., it is
limited by the maximum acceptable charge rate of the battery. For example,
the maximum power of the Prius II battery is 21kW, whereas the required
braking power is larger than 50kW. In order to improve the fuel economy
through regeneration, the battery power rating should be increased.

Power Assist or Power Split: Conventional ICEs are relatively inefficient at low
speeds (efficiency: 5− 10%). Hence, it is better to use the electric power-train
at low speeds, and shift to the ICE at high speeds. In the series power-train
architecture, the ICE, being devoted to electric power generation, is decoupled
from the wheel power demand. The ICE operates at an optimal operating
point, or stops. In the parallel power architecture, the motor assists the ICE
while managing surges and deficits of power to the wheels. Of course, surplus
engine power is saved in the battery, and used later at the time of high-power
demand. Separating the ICE operation from the direct wheel power demand
is termed “power split.” Efficiency enhancement of HEVs is mostly attributed
to this power split.

start accel. / incline cruise decline decel. / stop

engine

+motor

engine

+motor

engine motor

(regeneration)

motor

start accel. / incline cruise decline decel. / stop

engine

+motor

engine

+motor

engine motor

(regeneration)

motor

Figure 12.1: A driving cycle.

12.1.1 Types of Hybrids

HEVs are typically grouped into five categories according to the following criteria
[1],[2]:

1) Idle-off capability
2) Regenerative braking capacity (up to step 2 : “micro” hybrid)
3) Power assist and engine downsizing (up to step 3 : “mild” hybrid)
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4) Electric-only drive (up to step step 4 : “full” hybrid)
5) Extended battery-electric range (up to step 5 : “plug-in” hybrid)

i) Micro Hybrid: Micro hybrid systems have only the idle off function. A con-
ventional ICE vehicle can be converted into a micro hybrid car by replacing
the starting motor and alternator by an integrated alternator starter (IAS).
Fuel efficiency gain is about 5− 15%. Toyota “Crown” is an example of micro
hybrid vehicle.

ii) Mild Hybrid: An electric motor is incorporated in the power-train, but the
ICE plays a dominant role. Mild hybrid systems offer major HEV functions
such as idle off, regenerative braking, and power assisting. However, the engine
power split is imperfect and fuel efficiency gain is about 50%−60%. Honda
“Civic Hybrid” is a typical mild hybrid vehicle.

iii) Full Hybrid: Full hybrids have the power split feature, i.e., the electrical
power-train enables the vehicle to operate its engine more time at its most
efficient operating point. Further, the electrical power rating is large so that
the vehicle can be driven solely by the electric motor, though the range and
speed are limited. In a low-speed region, the electric motor drives the vehicle,
but at a high speed the engine cuts in. Efficiency gain is about 50%−100%.
Toyota “Prius” and Ford “Escape” are the full hybrid vehicles.

iv) Plug-In Hybrid: In the plug-in hybrid electric vehicles (PHEVs), the battery
capacity is enlarged, so that the vehicles can run for a significant range fully
by electric mode. Since the vehicle battery can be charged from the power
grid, a PHEV does not use a drop of gasoline if it is used for commuting on
the daily basis. Depending on the all electric range (AER) in miles, they are
sorted as PHEV 10, PHEV 40, and PHEV 60. For example, PHEVs with the
energy storage capacity for 10 miles of driving are denoted as PHEV10. The
PHEV is a viable solution to reduce the emission of CO2 and toxic gases in
urban areas. Plug-in hybrids are favored by potential customers due to low
operation costs. Chevrolet “Volt,” which is planned for roll out in 2011, is a
PHEV.

Fig. 12.2 shows various types of EVs ranked according to the power-train electri-
fication. The conventional ICE vehicle is located on the left end, while the battery
electric vehicle (BEV) is on the right end. HEVs and PHEVs lie in between, but
PHEVs have greater reliance on the electric power. Plug-in hybrid vehicles (PHEV)
carry bigger batteries than HEVs. The battery size of a PHEV determines the
commuting range in the all electric mode.

In some PHEVs, the ICE behaves as a charging power source when the battery
is depleted below a predetermined level. Hence, the ICE with such a generator
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Figure 12.2: Degrees of electrification: (a) HEV (b) PHEV (c) BEV.

is often called a range extender. Further PHEVs carry on-board chargers so that
household electricity can be utilized for battery charging. Since the on-board charger
is designed to take all the necessary precautions against overcharging, overheating,
short circuiting, fire, etc., a user just needs to plug the cord into a receptacle to
charge the battery. The use of grid power reduces fuel consumption and greenhouse
gas emission. Characteristics of hybrid systems are summarized in Table 12.1.

Table 12.1: Hybrid systems characteristics.

Micro Mild Full Plug-in
Hybrid Hybrid Hybrid Hybrid

Elec. power ISG Motor Motor-Gen. Motor-Gen.
Motor power 5kW 16kW 60kW 100∼120kW
Engine power split no no yes yes
Batt. voltage 42V 200-300V 200-300V >300V
Batt. capacity 1kWh 1kWh 4∼16kWh
Fuel eff. gain 5∼15% 50∼60% 50∼100% 50∼100%
AER no no < 1km 16∼64 km
Gas emission yes yes yes no/yes
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12.1.2 HEV Power Train Components

HEV power-trains consist of an ICE, a motor, a generator, a battery, and a power-
control unit. The battery stores and supplies energy from and to the motor and
generator. Another key component is the power split device, which splits the engine
power to the motor, generator, and wheels.

a) ICE:
The efficiency of an engine is based on the fuel flow rate per useful power output,
and brake specific fuel consumption (BSFC) is a measure of fuel efficiency: If the
measured power at the crankshaft is denoted by Po and the fuel (mass) flow rate
denoted by ṁf , then the BSFC is defined as

BSFC =
ṁf

Po
. (12.1)

The BSFC map shows the group of contours indicating equi-fuel consumption rate
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Figure 12.3: Brake specific fuel map of an engine and a basic operating line.

per shaft power production. Fig. 12.3 shows an example BSFC map, in which the
units of BSFC is given by gram/kWh. Hence, the smaller number represents the
higher efficiency. Note that the highest efficiency (2800rpm, 100Nm) is obtained
at a middle point of the speed range and near to the maximum torque line. But,
the efficiency is almost halved in the low-torque region (under 20Nm). The optimal
operating line represents the trajectory of the most efficient operating points when
the power and speed increase. To achieve the maximum efficiency, it is better to
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narrow down the ICE operation area near to (2800rpm, 100Nm), or to stop the
operation. A (dual) hybrid power-train enables the ICE to operate at its maximum
efficiency, while allowing wheels to roll at independent speeds. The maximum torque
is obtained when the throttle angle is fully open (90◦). The top dotted line represents
the engine maximum torque.

b) Motor and Generator:
The motor and generator are the same devices functionally. But depending on the
power flow, they act in either motoring or generating modes. They are named
according to the major usage. As for the motor and the generator, permanent
magnet synchronous machines are normally utilized for high-efficiency. The motor
power rating is normally bigger than that of the generator, since the motor has to
take care of peak power demands while the generator responds to more or less the
average power. The maximum speeds of the Prius III motor and generator are above
10,000 rpm.

c) Power Control Unit:
The power-control unit refers to an electronic circuit system that includes two in-
verters for motor and generator, DC-DC converter for battery voltage boosting, and
an electronic control unit (ECU). One inverter controls the motor shaft torque, and
the other inverter controls the generator current, so that proper battery charging or
discharging takes place. The DC-DC converter boosts up the battery voltage to the
required DC link level. The ECU handles sensor signals and command signals from
a higher level ECU.

d) Battery:
The battery is the most typical energy storage system for EVs, and should be eval-
uated according to energy density, power density, life time, safety, and cost. Nickel-
metal hydrid batteries or lithium-ion batteries are utilized for HEVs.

e) Power Split Device:
The power split device is required in the series/parallel hybridization. With the plan-
etary gear, the engine power is split into a direct mechanical path and an electrical
path.

12.2 HEV Power Train Configurations

The major design targets of HEVs are

. maximum fuel economy,

. minimum emissions,

. minimum system costs,

. good driving performance.

The power-control strategies for HEVs involve the following considerations:
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Optimal engine operation: Restricting the engine operation to the optimal
area brings not only fuel savings, but also emission reduction. As shown in
Fig. 12.3, there are low efficiency regions in the engine fuel map. In the low
efficiency regions, it is better to turn off the engine and run the vehicle only by
motor. Engine turn-off regions are marked by the shaded areas in Fig. 12.3.

Safe battery operation: The battery should be protected from overcharging
and excessive dissipation. Overcharging may lead to battery explosion, and
excessive charge depletion shortens the battery life time. During battery op-
eration, the current should be limited so that the maximum power rating is
not exceeded.

According to the power flow, HEVs are divided into three categories: parallel
hybrids, series hybrids, and series/parallel hybrids, as shown in Fig. 12.4 [5], [1].
Dotted lines indicate electrical power flow, whereas solid lines show mechanical power
flow. The series HEV topology is described in Fig. 12.4 (a): The engine, operating in
the on-off modes, is devoted to generating electricity. The battery charging current
is regulated by the converter. The motor delivers power to the wheel, utilizing the
stored energy in the battery. Since the engine operation is independent of the vehicle
speed and road load, it can operate at its optimal condition. But a disadvantage
lies in the cascaded structure: Suppose that efficiencies of generator, converter,
inverter, and motor are 0.95, 0.97, 0.97, and 0.92, respectively. Then, the compound
efficiency is equal to their product, 0.82, which is much lower compared with that of
the direct mechanical path. Furthermore since each power conversion unit has the
full power rating, the mass and volume are large, and the cost is correspondingly
high. Thus, this configuration was not used in passenger cars, but has been adopted
in some electric locomotive propulsion systems or in electric propulsion ships. Since
the series power-train is simple and enables the engine to operate optimally, it is
recently deployed in PHEVs.

In the parallel configuration, shown in Fig. 12.4 (b), both mechanical and electri-
cal paths coexist. Therefore, the engine and motor can drive the wheels individually
or collaboratively. It does not employ a separate generator. But, the motor, behav-
ing as a generator, retrieves excess engine power when the engine operates in the
vicinity of an optimum operation point. The parallel configuration is not so efficient,
since the engine power split is imperfect.

The series/parallel hybrid employs a power split device so that the engine power
can be delivered via two paths, as shown in Fig. 12.4 (c). Various power flow control
modes are feasible, and the configuration varieties are coordinated for engine optimal
operations.

12.3 Planetary Gear

A planetary gear together with a motor and a generator plays a key role in the
engine power splitting in the series/parallel hybrid configuration. The planetary
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Figure 12.4: HEV power-train topologies. (solid line : mechanical power, dotted
line : electric power ) : (a) series, (b) parallel, (c) series/parallel.

gear consists of sun gear, planetary gear, and ring gear, as shown in Fig. 12.5. The
sun gear is located in the center, the ring gear is positioned in the outer shell, and
the planetary carrier is made by clustering the pinions in the middle. Based on the
schematic shown in Fig. 12.5 (a), it follows that

Rrωr −Rcωc = Rcωc −Rsωs, (12.2)

where Rs, Rp, and Rr are the radii of sun gear, carrier, and ring gear, and ωs, ωc,
and ωr are the speeds of sun gear, carrier, and ring gear, respectively. Let the gear
ratio be defined by Rr/Rs = kp. Then, dividing the right-hand side by the left-hand
side of (12.2), it follows that

Rrωr − Rr+Rs
2 ωc

Rr+Rs
2 ωc −Rsωs

=
2ωrkp − (kp + 1)ωc
(kp + 1)ωc − 2ωs

= 1 . (12.3)

This is the fundamental equation of the planetary gear (i.e., epicyclic gearing),
indicating that the gear rotation must maintain a fixed ratio, kp, of angular velocity
relative to the carrier body. After rearranging, (12.3) reduces to the more general
form [5]:

ωs + kpωr − (kp + 1)ωc = 0. (12.4)

Note that there is one constraint equation, (12.4) among three independent variables,
ωs, ωc, and ωr. Therefore, the planetary gear has two degree of freedom, i.e., it
accommodates two independent shaft speeds. This illustrates the inherent speed
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summing nature of the planetary gear and the reason it is used in power split.
Equation (12.4) of planetary gear is rearranged such that

Ring gear

Carrier

Sun gear

(a) (b)

S

C R

(c)

Figure 12.5: Planetary gear: (a) front view, (b) side view, (c) symbol.

ωc =
1

kp + 1
ωs +

kp
kp + 1

ωr . (12.5)

Geometrically, (12.5) appears to be a straight line as shown in Fig. 12.6, and it is
called a lever diagram. The planetary gear of the Prius II has the following individual
gears:

sun gear : number of teeth, Ns = 30,
ring gear : number of teeth, Nr = 78.

Therefore, kp = Rr/Rs = Nr/Ns = 78/30 = 2.6.

Generator

rpm

Engine

rpm

Motor rpm

(vehicle speed)

Sun gear Carrier Ring gear

Figure 12.6: Lever diagram for the planetary gear system.
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The torque balance and power balance conditions in the steady-state are

Tc = Tr + Ts, (12.6)

Tcωc = Trωr + Tsωs, (12.7)

where Tc, Tr, and Ts are the shaft torques of carrier, ring, and sun gears, respectively.
Since (12.6) and (12.7) are the steady-state equations, inertial forces of gears are
omitted. Further, the gear efficiency is assumed to be unity. Substituting (12.6)
into (12.7), we obtain [6]-[8]

Tc = (1 + kp)Ts, (12.8)

Tc =

(
1 +

1

kp

)
Tr. (12.9)

Exercise 12.1
Consider a planetary gear system, shown in Fig. 12.6. Assume kp = 2.6, ωc =
2500rpm, and ωs = 3600rpm.
a) Calculate the speed of ring gear.
b) Assume that the engine produces 60kW and that the generator applies 70Nm
load torque to the engine. Calculate the engine power directed to the ring gear.

Solution
a)

ωr =

(
1 +

1

kp

)
ωc −

ωs
kp

= 1.385× 2500− 0.385× 3600 = 2078rpm

b)

Pg =
3600

60
× 2π × 70 = 26, 389W.

Thus, 60− 26.389 = 33.611(kW).

12.3.1 e-CVT of Toyota Hybrid System

Continuously variable transmissions (CVTs) are devised for continuous changes in
the shaft’s speed ratio, and are commonly constructed with the V-belt, conical
shaped pulleys, and a hydraulic actuator. A CVT allows the driving shaft to main-
tain a constant speed while the speed of output shaft changes. This improves fuel
economy by enabling the engine to run at its most efficient speeds for a range of
vehicle speeds. However, the CVTs are friction based devices, resulting in power
loss and faults associated with aging.

A planetary gear is used as a power split device in the series/parallel HEVs.
Fig. 12.7 shows a schematic diagram of the e-CVT of Toyota Hybrid System (THS)
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Table 12.2: Specifications of Prius II and III [15], [16].

Prius III Prius II

Engine
Power 73kW 57kW
Torque 142Nm 115Nm

Motor

Type IPM IPM
Max. power 60kW 50kW
Max. torque 207Nm 400Nm
Max. speed 13500rpm 6400rpm

Generator
Type IPM IPM
Max. power 22kW
Max. speed 11000rpm

Battery

Type NiMH NiMH
Power 21kW 21kW
Voltage 201.6V 201.6V
Weight 45kg
Capacity 1.3 1.3kWh

System voltage 650Vmax 500Vmax

Motor gear ratio 2.636

Differential gear ratio 3.267 4.113

M/G2

Inverter 1 Inverter 2

Battery

Wheel

Gen.

S

C

R

M/G1ICE

Figure 12.7: Schematic drawing of the THS employing a planetary gear as the input
power split device (dotted line : electrical power-train).

in Prius II [15]. In the Prius III, the maximum motor speed was increased to
13500rpm, reducing the mass by about 35% [16]. Major power-train specifications
are listed in Table 12.2. Since the power split device is positioned at the input
(upstream) side, it is classified as input split. The engine crank shaft is connected
to the carrier, The M/G1, labeled “generator,” is connected to the sun gear. On the
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other hand, the M/G2, labeled “motor,” is connected to the ring gear. Note that the
ring gear is coupled with the drive axle via the chain, final gear, and differential gear.
Thus, the motor has a fixed gear ratio with the axle. Therefore, a part of the engine
power is transmitted directly to wheels through the ring gear. The rest of the engine
power is taken by the generator. The generated electric power is transmitted to the
motor or stored in the battery and may be used later for EV mode or acceleration.
A THS schematic diagram is shown in Fig. 12.7. Electrical paths are denoted by
dotted lines, whereas mechanical paths are denoted by solid lines. A more detailed
diagram and power circuit are shown in Fig. 12.8. Two inverters are connected back
to back with a common DC link bus. Note however that the battery voltage is
around 200 V, but the DC link voltage is 500V or 650V. Thus, it requires the use
of a bi-directional buck-boost converter. The reason for this voltage boosting is to
reduce the current rating of cable and M/G coils and to minimize M/G volumes.

The engine is controlled to operate along the optimal operation line (OOL) by
controlling the generator speed and motor torque. That is, power flow to wheels is
controlled seamlessly while the engine operates in the vicinity of the optimal operat-
ing line [9]. This improves the overall vehicle fuel economy. No launch device, such
as a torque converter in an automatic transmission, or a clutch in a manual trans-
mission, is necessary. The engine can remain directly connected to the transmission
for all speeds.

12.4 Power Split with Speeder and Torquer

It is assumed that the vehicle speed and the load torque do not change during a
short time interval due to the large inertia. Here, both Tdr and ωr are treated as
fixed numbers.

A power determining procedure consists of the following steps:

i) For a given engine torque, T ∗
c , determine ω∗

c such that the engine power is
equal to the drive-line power requirement, i.e., T ∗

c ω
∗
c = Pdr.

ii) Choose ωs so that ωs = (kp + 1)ω∗
c − kpωr.

The engine speed is selected such that the engine power meets the demand required
by the drive-line. Since the ring gear speed, ωr is fixed by the vehicle speed, the
engine speed, ωc, is passively determined by the sun gear speed, ωs. In other words,
ωc is determined by ωs according to the linear equation, (12.4). For this purpose,
the generator (M/G1) is controlled in the speed control mode; thereby it is called
the speeder [3].

Once engine torque, Tc, is fixed, the torques of sun and ring gear shafts are de-
termined according to (12.8) and (12.9). That is, the engine power is split according

www.EngineeringEBooksPdf.com



Hybrid Electric Vehicles 325

Boost converter

Battery

Differential

R

Generator

(M/G1)
Motor (M/G2)

Final gear
Silent

chain

ICE

S

C

Inverter assembly

Figure 12.8: THS schematic diagram and power circuit.

to

Tcωc =
Tcωs
kp + 1︸ ︷︷ ︸
=Pelec

+
kpTcωr
kp + 1︸ ︷︷ ︸
=Pmech

. (12.10)

Note that the electrical path consists of sun gear-generator-inverter 1-inverter 2-
motor-ring gear, whereas the mechanical path is made by the direct gear coupling
– the carrier and ring gear. Note however that the split powers are summed at
the drive-line, as shown in Fig. 12.9. The power summation is possible since the
motor (M/G2) is controlled in a torque control mode. Specifically, the motor can
add/subtract torque at an arbitrary drive-line speed. For this reason, the motor is
called the torquer [3].

The ratio between the two power flows is equal to

Pelec
Pmech

=
ωs
kpωr

. (12.11)

Therefore, as ωs increase, the electrical path proportion increases. As mentioned in
the above, the power transfer efficiency of the electrical path is low compared with
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that of the mechanical path.
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M/G1ICE

R

Figure 12.9: Power split consisting of electrical and mechanical paths.

The question is why it is necessary to split the power and sum the splits at the
drive-line instead of delivering the whole via the mechanical path. A benefit of the
power split is illustrated with the following example: Assume that the drive-line
operates at 280 rad/sec with a load of 55.7 Nm. Since Pdr = 15.595 kW, the same
power has to be delivered from the engine. Suppose that the generator speed is forced
to down from 208 rad/sec, to 28 and -30 rad/sec by a speed control action, while the
throttle angle is controlled to yield constant power, 15.6kW: A: ωs = 280rad/sec,
B: ωs = 28rad/sec, and C: ωs = −30rad/sec. The corresponding engine speeds and
torque are

A: (ωc, Tc) = (2482 rpm, 60 Nm),
B: (ωc, Tc) = (2005 rpm, 74 Nm),
C: (ωc, Tc) = (1853 rpm, 80.4 Nm).

The engine speed, ωc, decreases in proportion to ωs, as shown in Fig. 12.10 (b). Since
the engine maintains a constant power mode, the engine operation points migrate
from “A” to “B” and “C” along a constant power line as shown in Fig. 12.10 (a). It
should be noted that “C” is closer to the OOL than “A” and “B”. Specifically, the
fuel efficiency is increased to 235 g/kWh from 250 g/kWh.

The power split device makes it possible to move engine operation points near
to the OOL while satisfying the wheel power requirements. Specifically, the speeder
determines engine speed for a given wheel speed so that the engine operates at its
optimal condition. As a result, the engine speed is decoupled from the wheel speed.
The power split enhances the system efficiency by letting the engine operate along
the OOL, though there is a minor loss along the electrical power flow.

This section is summarized with the following remarks:

1. Since the generator operates commonly in the speed control mode; it is called
“speeder.” The generator speed is determined to bound the engine operation
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Figure 12.10: Operating point migration toward the OOL as the generator speed
is controlled down to −30 rad/sec. (a) operating points in the engine torque-speed
plane and (b) lever diagram.

within an optimal operation range. Recall that the engine is efficient when it
is highly loaded, i.e., when the operation point is near to the maximum torque
line. Thus, the generator, in general, applies an additional load to the engine
so that the operation point is near to the OOL when the vehicle road load
is light. The generated electric power is transmitted to the motor. But the
excess power is used to charge the battery for later use: power-boosting and
EV mode operation.

2. Since the motor operates commonly in the torque control mode, it is called
“torquer.” The motor supplies supplementary torque to the drive shaft utiliz-
ing the electric power transmitted from the generator. If the generator power
is insufficient during sudden acceleration, the battery power is also utilized.

12.5 Series/Parallel Drive Train

The THS is a typical series/parallel hybrid, in which both the series and parallel
features coexist. With a planetary gear, operation is much more flexible compared
with the parallel hybrid system. For example, it accommodates “electric mode
driving” without utilizing a clutch: The vehicle can be driven by the motor while
the engine is stopped. The series/parallel vehicle operates like a series vehicle in
a low-speed region, whereas it acts like a parallel HEV in the high-speed region.
Extensive researches are being performed regarding the power-train modeling and
control optimization [9]-[14].

Various operation modes include:

i) Vehicle launch / EV mode operation
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Figure 12.11: Lever diagrams.

ii) Engine cranking

iii) Normal Cruise with battery charging

iv) Power boosting for acceleration

v) Regenerative braking during deceleration

The corresponding lever diagrams are shown in Fig. 12.11. Recall that the motor
has a fixed ratio to the vehicle speed (if the wheel slip is constant). During engine
cranking, the vehicle speed (ring gear speed) is zero. Note the the engine is kept at
a standstill during the EV mode operation. In normal mode operation, the engine
power is split and transported to the wheels via mechanical and electrical paths.
For sudden acceleration, the battery power is utilized to increase the motor power.

Both M/G1 and M/G2 serve as either a motor or a generator, depending on the
driving conditions. For example, the generator (M/G1) normally generates electric
power, but acts as a motor during engine cranking. On the other hand, the motor
(M/G2) normally generates torque, but acts as a generator during regenerative
braking.

1) Vehicle Launch and Battery EV Mode

For vehicle launch and a low-speed operation, the vehicle is propelled only by the
battery power. Thus, this mode is called EV mode. Note that the engine is stopped
without a clutch mechanism while the vehicle is moving. It is clearly illustrated
with the lever diagram: For a given positive ring gear (motor) speed, the sun gear
(generator) speed is determined at a negative speed such that the carrier (engine)
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speed is zero. It is feasible since the generator is controlled in a speed control mode.
Fig. 12.12 shows an example of the battery EV mode.

Exercise 12.2
Planetary gear ratio is equal to kp = 2.6, and the gear ratio of the drive-line is
gdr = 4.1. The effective tire rolling radius is rw = 0.29m. The vehicle operates in
the EV mode with the engine shut off.

a) Determine the ring gear speed in the EV mode when the generator speed is
4500rpm.

b) Assume that the engine cuts in when generator speed reaches 4500rpm. Determine
vehicle speed at the time of engine cut-in. Neglect the wheel slip.

Solution
a)

ωr =
ωs
kp

=
4500

60
× 2π × 1

2.6
= 181.2rad/sec.

b)
ωr
gdr

× rw =
181.2

4.1
× 0.29 = 12.8m/sec = 46km/h.

Note that the engine cuts in from 45km/h by gradual acceleration in Prius II.

Exercise 12.3
(Continued from Exercise 12.2) Suppose that the vehicle runs in an EV mode at
40km/h against a 600N road load. Assume that the motor and inverter efficiencies
are 0.92 and 0.97, respectively. Assume further that efficiency of the final drive is
ηf = 0.82 including the wheel slip.

a) Calculate speed, torque, and power of the motor when the average slip is sx = 0.1.

b) Calculate the battery output power.

Solution
a) Wheel power is equal to Px = −40000/3600 × 600 = −6667W. Reflecting the
final drive efficiency, motor power is 6667/0.82 = 8130W. Angular speed of wheel is

ωw =
Vx

rw(1− sx)
=

40000

3600
× 1

0.29× 0.9
= 42.6rad/sec.

Motor speed is 42.6 × 4.1 = 174.7 rad/sec (1668rpm). Motor torque is equal to
8130/174.7 = 46.5Nm.
b) Battery power is equal to Pbat = 8130/(0.92 × 0.97) = 9110(W). The result is
depicted in Fig. 12.12.
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Figure 12.12: Battery EV mode: (a) power flow, (b) lever diagram, (c) engine fuel
map, (d) motor torque-speed curve, and (e) generator torque-speed curve (Exer-
cise 12.3).

2) Normal Driving (Cruise) Mode

When the vehicle is cruising at a moderately high speed, the power demand is not
so high. The engine power is split by the planetary gear: Through the carrier-ring
gears, a portion of engine power is transmitted to wheels mechanically. The other
portion is converted into an electrical power and transferred to the motor for torque
assist. Fig. 12.13 shows a normal driving mode.

Exercise 12.4
Assume that the vehicle runs at a constant speed, 64.8km/h, bearing a road load,
Frl = 666.7N. Assume that the M/G and inverter efficiencies are 0.92 and 0.97,
respectively, and that the efficiency of the final drive is ηf = 0.82 including the
wheel slip.

a) Calculate the required power at the drive-line, Pdr.

b) The effective tire rolling radius is rw = 0.29m and the final drive gear ratio is
gdr = 4.1. Calculate the motor angular speed, ωr when the wheel slip is sx = 0.1.

c) Assuming a steady-state, determine the sun gear (generator) speed such that the
engine speed is 220 rad/sec (2101rpm).
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d) Suppose that the engine output torque is regulated at 67.5Nm. Calculate the
power directed to the ring gear, Pr.

e) Calculate the required motor shaft power, Pe = Pdr − Pr.

f) Calculate the total efficiency of the electrical power-train consisting of generator,
inverter 1, inverter 2 and motor, when the inverter efficiency is ηinv = 0.97 and the
efficiency of motor and generator is ηmg = 0.92.

g) Calculate the motor shaft power driven by the electric power transferred from
the generator.

Solution
a) At constant speeds, there is no inertial force. Therefore, Frl = Fx. The vehicle
propulsion power is Px = −FxVx = −666.7 × 64800/3600 = −12001W. Since the
efficiency of the final drive is ηf = 0.82, the power at the drive-line should be
Pdr = 12001/0.82 = 14636W.
b)

ωr =
Vx

rw(1− sx)
gdr =

64800

3600× 0.29× 0.9
× 4.1 = 282.8rad/sec.

c) Using (12.5), the generator speed is ωs = 3.6× 220− 2.6× 282.8 = 56.7 rad/sec.
d) According to (12.8), generator torque is equal to 67.5/3.6 = 18.75Nm.
Generator power is Ps = 56.7 × 18.75 = 1063W. Therefore, power of the ring gear
shaft is Pr = Pen − Ps = 220× 67.5− 1063 = 13787W.
e) Amount of power that should be assisted by the motor is
Pdr − Pr = 14636− 13787 = 849W.
f) Since there are two M/Gs and two inverters, the efficiency of the electrical path
is (0.97× 0.92)2 = 0.796.
g) Therefore, the motor power is Pe = Ps × η2invη

2
mg = 1063× 0.796 = 847W .

Note from e) and g) that the drive-line lacks 849W, whereas the motor power
received from the electric path is 847W. That is, they are almost equal, so that there
is no need for battery discharging. The solutions for the above normal mode are
summarized in Fig. 12.13.

Fig. 12.14 shows power flow, lever diagram, and operating points of engine,
generator, and motor at the normal load of Exercise 12.4. Note that the motor
(M/G2) operation point lies in the first quadrant of a torque-speed map. Since the
generator applies a load torque to the engine, it produces a negative torque, i.e., the
operation point locates in a regeneration region (4th quadrant).

The corresponding Sankey diagram is shown in Fig. 12.14: The engine power,
Pen, is split into Ps and Pr. The generator power, Ps is used for powering the motor.
In the electric power-train, losses of generator, motor, and inverters are considered.
Two powers, Pe and Pr, are summed at the drive-line, Pdr. Finally, traction power,
Px is obtained bearing the mechanical loss of the final drive.
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Figure 12.13: Normal driving mode: (a) power flow, (b) lever diagram, (c) engine
fuel map, (d) motor torque-speed, and (e) generator torque-speed (Exercise 12.4).

FD loss

-2635WMechanical path

M/G. & inv. loss

-216W

Electrical path

Figure 12.14: Sankey diagram for a normal driving mode (Exercise 12.4).

3) Power-Boost Mode at Sudden Acceleration

When a required road-load torque is higher than the full-throttle torque of the
engine, the motor acts as a power-booster utilizing the battery power. That is, in
addition to the generator power, more power is drawn from the battery into the
motor.

Exercise 12.5
Assume that the vehicle runs at a constant speed, 80km/h bearing a road load of
Frl = 1400N. The engine speed and torque are regulated at (Ten, ωc) = (97Nm,
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314.2rad/sec). Assume that the M/G and inverter efficiencies are 0.92 and 0.97,
respectively, and that the efficiency of the final drive is ηf = 0.82 including the
wheel slip.

a) The effective tire rolling radius is rw = 0.29m and the final drive gear ratio is
gdr = 4.1. Calculate the motor angular speed, ωr, assuming that the average wheel
slip is sx = 0.15.

b) Assuming a steady-state, determine the generator speed, ωs using the lever dia-
gram of kp = 2.6.

c) Determine the generator torque and calculate the split powers, i.e., Ps and Pr.

d) Calculate the drive-line power, Pdr and the battery (discharging) power, Pbat.
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Figure 12.15: Power-boost mode: (a) power flow, (b) lever diagram, (c) engine fuel
map, (d) motor torque-speed, and (e) generator torque-speed (Exercise 12.5).

Solution
a) The motor speed is

ωr =
Vx

rw(1− sx)
× gdr =

80000

3600× 0.29× 0.85
× 4.1 = 369.6rad/sec.

b) Since the engine speed is 314.2rad/sec, it follows from the level diagram that
ωs = 3.6ωc − 2.6ωr = 3.6× 314.2− 2.6× 369.6 = 170.2 rad/sec (1625 rpm).
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c) The engine power is Pen = 97 × 314.2 = 30477(W). According to (12.8), the
generator torque is equal to 97/3.6 = 26.9Nm. Thus, the generator power is Ps =
170.2× 26.9 = 4578W. Therefore, Pr = Pen − Ps = 30477− 4578 = 25899W.
d) At constant speeds, Fx = Frl. The vehicle power is Px = −80000/3600× 1400 =
−31111W. Considering the final drive efficiency, the power at the drive-line is Pdr =
31111/0.82 = 37940W. Thus, the required motor power is Pe = Pdr − Pr = 37940−
25899 = 12041W.
A portion of motor power transmitted from the generator is Ps × η2invη

2
mg = 4578×

(0.92× 0.97)2 = 3646W.
Additional motor power that should come from the battery is 12041-3646=8395W.
Thus, the battery (discharging) power is Pbat =

8395
0.92×0.97 = 9407W.

FD loss : -6829 W

M/G,  inv. losses

: -1944 W

Figure 12.16: Sankey diagram for power-boost mode (Exercise 12.5).

The corresponding Sankey diagram is shown in Fig. 12.16: It is shown that
the battery (discharging) power, Pbat is added to the electrical power-train so as to
make up the lack of engine power, when the drive-line power, Pdr exceeds the engine
power, Pen.

4) Regenerative Braking
While the vehicle is decelerating or declining a hill, the vehicle’s kinetic energy can
be recovered by operating the motor in the generator mode. At this time, the motor
is rotating in the forward direction. But by changing the q-axis current polarity
to be negative, the braking power is transformed into electric power and used for
recharging the battery. The engine is shut off during the regenerative braking. The
regenerative braking is basically the same as the EV mode, but the power flow is
reversed.

Exercise 12.6
Assume that the vehicle operates regenerative braking with engine shut off while
the speed is regulated at 66.42km/h. The effective tire rolling radius is rw = 0.29m
and the gear ratio of the drive train is gdr = 4.1.

a) Assuming that the wheel slip is sx = −0.1. Calculate the motor speed, ωr.
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Figure 12.17: Regenerative braking (Exercise 12.6).

b) Assume that the drive-line efficiency is ηf = 0.82. Determine the motor power,
Pe, and the battery recharging power, Pbat, when the road load of −542 N.

Solution
a)

ωr =
Vx

rw(1− sx)
× gdr =

66420

3600× 0.29× 1.1
× 4.1 = 237.1 rad/sec.

b) The wheel power is equal to Px = 66420/(3600)× (−542) = −10000(W). There-
fore, the drive-line power is equal to Pdr = −8200W. Also, Pdr = Pe = −8200W.
Considering the motor efficiency, the battery recharging power is Pbat = −8200 ×
0.92× 0.97 = −7318(W).

5) Engine Cranking
During the engine cranking, the vehicle is stationary, so that the motor speed is
equal to zero. The generator forces the engine to spin, so that it operates in a
motoring mode. The lever diagram for engine cranking is shown in Fig. 12.18. Note
also that the lever diagram for stationary battery charging is the same as that of
engine cranking. But, the power flow is reversed.
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Figure 12.18: Engine cranking mode.

12.5.1 Prius Driving-Cycle Simulation

The simulation was performed with the Prius model using a drive simulation tool,
ADVISOR. The vehicle simulation parameters are:

Curb mass with cargo (mv) = 1398kg,
CD (Cd) = 0.3,
Frontal area (AF ) = 1.746m2

Rolling coefficient (fr) = 0.009.

Fig. 12.19 (b) the engine, motor, and generator operation points in the torque-speed
plane under simple driving cycles shown in Fig. 12.19 (a). Four driving cycles were
repeated to obtain dense operation points. It is shown that the motor produced
high torque during the acceleration period especially in a low-speed area. Then,
it applied negative torque in the deceleration period, recovering kinetic energy. It
should be noted that engine operation points are not spread far from the optimum
operating line.

The maximum motor speed is read 2400rpm from Fig. 12.19 (b). Assume that
the gear ratio between the wheel and motor shafts is 4.1 and that the effective
tire rolling radius is 0.29m. When we neglect the wheel slip, the peak velocity is
estimated such that

Vx = 2400× 2π

60
× 1

4.1
× 0.29× 3600

1000
= 64km/h.

Note that the estimation is close to the peak speed (64km/h), shown in Fig. 12.19 (a).
Fig. 12.20 shows the loci of the engine operation points along a highway driving

cycle (US06 Hwy). The operation points were aggregated to the optimum efficiency
line, and the engine torque reached the maximum values.

Fig. 12.21 shows the SOC pattern of the Prius II for urbane driving cycle (EPA
UDDS). Note the the SOC window of Prius is very narrow (50∼55%), i.e, the battery
is cautiously utilized.
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Figure 12.19: Operating points loci of Prius II engine, motor, and generator for a
simple driving cycle.

12.6 Series Drive Train

The series drive train includes an ICE, a generator, batteries, and a motor. The
engine is devoted to generating electric power by spinning the generator, and only
the motor is responsible for satisfying varying power demands of stop-and-go driving.
The generated electricity charges the battery, can power the motor directly, or both.
Thus, the engine crank shaft is separated from the wheel axle, i.e., engine operation
is decoupled from the widely varying power demands of wheels. Therefore, the
engine can operate at the optimum efficiency. Specifically, the engine is controlled
to either perform an optimal operation, or stop. The engine operates when the
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Figure 12.20: Engine operating points for a highway driving cycle (US06 HWY).
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Figure 12.21: The SOC level change of Prius II during UDDS driving cycles: (a)
EPA UDDS, (b) SOC.

battery SOC is lower than a predetermined level, or higher power is required from
the power bus than the battery can supply. Furthermore, the drive train is simplest
among different hybrid architectures since it does not require the use of a clutch, a
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multi-speeds transmission, or a power split device. The series power-train topology
is shown in Fig. 12.22.
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DC/DC
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Inverter
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ACàDC DCàAC

Inverter

Battery

Figure 12.22: Series power-train topology.

One disadvantage of the series connection is that the drive train efficiency is
low, since it includes multiple power conversion steps. Suppose that the motor
and generator have 92% efficiency and that the inverter and converter have 97%
efficiency. Then, the total efficiency, being the product of all efficiencies, is merely
80%. Furthermore, since the power units in the series path have the full power rating,
the serial hybrid systems are known to be heavy, expensive, and bulky. Normally,
the series drive trains have been used for heavy vehicles, such as buses, trucks, or
locomotives. However, the engine size is typically smaller in series hybrid HEVs
because it only has to meet the average driving power demand.

A big advantage of the series HEV is that it can be easily converted into a PHEV,
if the battery capacity is increased and an on-board charger is attached. In such
PHEVs, the ICE acts as a range extender. The series drive train has already been
adopted as for a passenger vehicle. Chevrolet Volt is a typical example of series
HEV.

Operation modes of the series power-train are classified as the engine on-off mode
operation and the blended mode operation. In the engine on-off mode operation, the
motor is driven solely by the battery power if the battery charge level is sufficiently
high. It is called EV mode or charge-depleting mode. But the engine turns on when
the SOC reaches a prescribed low limit. At this time, the engine operates at the
most efficient operating point.

However, in the blended mode operation the engine turns on whenever the power
demand from the drive-line exceeds the battery discharging capacity. That is, the
engine cooperates with the battery to cover a peak load. It will be discussed again
in the PHEV part of Chapter 13.
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12.6.1 Simulation Results of Series Hybrids

A driving cycle simulation of a series HEV was performed using the simulation tool,
“ADVISOR”. In the simulation scenario, the vehicle mass with cargo was 1197kg,
and GEO 1l (41kW) SI engine model was used. A 58kW PMSM motor model
was adopted as a propulsion motor, and a lead acid battery model consisting of 25
modules with 307V nominal voltage, 3.5kWh capacity, 30kW peak power, and 120kg
weight was used.

Fig. 12.23 (a) shows operation points of the motor in the torque-speed plane
when the vehicle underwent the UDDS driving cycle. In contrast, Fig. 12.23 (b)
shows the operation points when the vehicle underwent the US06 highway driving
schedule. Obviously, operation points of the urbane driving cycle clustered in a
low-speed area, whereas those of the highway driving are located in a high-speed
area. However, differently from ICEs, the efficiency levels of electric motors are fairly
even over the whole area. Looking at a typical EV motor efficiency map shown in
Fig. 12.24, the motor efficiency ranges from 0.85 to 0.95 except some high-torque
low-speed area.
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0 1000 2000 3000 4000 5000 6000 7000

−150

−100

−50

0

50

100

150

200

250

Speed (rpm)

T
o

rq
u

e
 (

N
m

)

 

0   1000 2000 3000 4000 5000 6000 7000

−150

−100

−50

0

50

100

150

200

250

Speed (rpm)

T
o

rq
u

e
 (

N
m

)

 

Figure 12.23: (a) Motor operation points for the UDDS and (b) for the US06 Hwy.

Fig. 12.25 shows a characteristic feature of the series hybrid power-train. It is
a magnified view of an initial part of the UDDS. As the speed increases, the power
requirement grows. Note that the maximum power rating of the battery is 30kW.
However, the required peak power by motor is 40kW. Therefore, to make up the
deficiency in power, the engine starts to operate at t = 190 sec. Fig. 12.25 (d)
shows the corresponding operating point, (3300rpm, 58Nm). Note that the engine
operates at a point of maximum efficiency (0.33 g/kWh). At this time, the engine
power (20kW) is more than sufficient, so that the excess power is used for battery
charging. Negative battery power shown in Fig. 12.25 (b) indicates the battery
charging.

Fig. 12.26 (b) shows a SOC swing over two UDDS cycles. Note that SOC window
is between 0.4 and 0.65, and charging/discharging repeats every 1400 seconds (23
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Figure 12.24: Typical EV motor torque-speed efficiency contours.

minutes). One can see from Fig. 12.26 that the engine operates when either power
assist is required, or when the battery SOC low limit is reached. Power assist is
needed at 190 seconds, and the battery SOC low limit is hit at 1220 seconds. But
since the battery SOC high limit was hit at 1480 seconds, the engine stopped.

12.7 Parallel Drive Train

Fig. 12.27 shows the parallel hybrid power-train topology that is utilized in the
Hyundai Avante. Generally both the engine and electric motor are coupled to the
same drive shaft. Propulsion power to the wheels therefore may be supplied from
the engine, the electric motor, or both.

Conceptually, the parallel HEV is inherently an ICE vehicle with electric assis-
tance for lower emissions and fuel consumption. The electric motor can be used as
a generator to charge the battery by regenerative braking or absorbing power from
the engine when its output is greater than that required to drive the wheels. The
parallel architecture does not require a separate full-size generator. Furthermore,
the motor power rating is also fractional. For example, the Honda Insight has a
70kW engine, but the motor power rating is only 15kW. In this regard, the size and
costs of the electric components of parallel HEVs are generally much less than those
of series HEVs.

But since the speed ratio between motor and engine is fixed, the roles of the
motor are limited. Honda hybrid cars (Insight, Civic, and Accord) utilize the parallel
hybrid architecture.

Also, ICE alone and motor alone operations are feasible. To separate the ICE
during the motor alone operation (all electric powering mode), another clutch is
provided at the ICE side. However, the ICE and motor motions are not decoupled
in general. The parallel assist strategy can be summarized as:

1) The motor alone propels the vehicle with the engine shut off in a low-
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Figure 12.25: Engine involvement in a series HEV: (a) the UDDS driving cycle, (b)
motor power and battery power, (c) engine shaft torque, and (d) engine operation
point (GEO 1l, 41kW).

speed region, or in the region where the engine would run inefficiently.
2) The motor assists the engine if the required torque is larger than the
maximum produceable by the engine.
3) The motor charges the batteries during regenerative braking.
4) When the battery SOC is low, the engine will provide excess torque
to charge the battery.
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(a)

(b)

(c)

Figure 12.26: SOC swing and engine operation in a series HEV: (a) the UDDS
driving cycle, (b) SOC change, and (c) engine shaft torque.

Fig. 12.28 shows a view of the parallel power-train of Hyundai Avante Hybrid.
Fig. 12.29 shows an overall control block diagram of a parallel hybrid vehicle. The
battery management system (BMS) monitors the cell voltages, temperature, and
state of charge, and communicate with the power-control unit via CAN. It also
regulates the cell voltages evenly to prevent excessive voltage unbalance. Through
the use of a DC-DC converter, the main battery power is transferred to the 14-volt
system where conventional electric loads are connected. The isolation is necessary
for the safety of human and battery. A typical topology is the full bridge zero-
voltage switching (ZVS) circuit. The power rating is 1.6∼2kW. The power-control
unit (PCU) receives all necessary sensor signals required for PMSM control and
outputs PWM gate signals. It also communicates with the engine controller via
CAN. Engine power is controlled by adjusting the throttle angle, and the throttle
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Figure 12.27: Parallel power-train architecture.
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Figure 12.28: Parallel power-train of Hyundai Avante Hybrid.

position sensor (TPS) signal is also monitored by the PCU. Engine/motor shaft
power is delivered to the drive wheels via the CVT. Engine control, motor control,
and CVT control are coordinated in the PCU to optimize the overall fuel efficiency.

Fig. 12.30 shows the “ADVISOR” [18] simulation results for UDDS and US06Hwy
driving cycles. Both engine and motor operation points are shown in a single map.
The motor operates mostly in a low-torque region. Note that regenerations took
place frequently in the urbane driving cycle. Obviously, engine operation points are
widely spread compared with the cases of series and series/parallel hybrids.
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Figure 12.29: Overall control block diagram of a parallel hybrid vehicle.
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and (b) US06Hwy driving cycles.
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Problems

12.1 Consider a planetary gear. Derive

Tc = (1 + kp)Ts,

Tc =

(
1 +

1

kp

)
Tr.

using

ωc =
1

kp + 1
ωs +

kp
kp + 1

ωr,

Tc = Tr + Ts,

Tcωc = Trωr + Tsωs.

12.2 Consider a planetary gear system, shown in Fig. 12.31. For the carrier, the
dynamics is represented by

Ten − (Jcarr + Jen)ω̇c = Tsun + Tring.

Derive the rest of equations for the sun and ring.
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Figure 12.31: A planetary gear system (Problem 12.2).

12.3 Consider the engine torque-speed chart shown in Fig. 12.10. The motor speed
is fixed at 280 rad/sec.

a) Obtain the generator speed, ωs so that the engine operation point
moves to (1750 rpm, 82 Nm).
b) Calculate the generator power.

12.4 (Normal driving mode : Low load) Assume that a series/parall HEV of the
THS type runs at 80km/h against load road of 270 N. The gear ratio of the
drive-line is gdr = 4.1 and the effective tire rolling radius is rw = 0.29. The en-
gine speed and torque are regulated at (Ten, ωen) = (84Nm, 150rad/sec) while
the generator torque is 24Nm. Assume that the M/G and inverter efficiencies
are 0.92 and 0.97, respectively, and that the efficiency of the final drive is
ηf = 0.82.

a) Calculate the motor speed when the wheel slip is sx = 0.1.
b) Determine the generator speed and draw the lever diagram.
c) Calculate the power that should be provided by the motor.
d) Calculate the battery charging power.

12.5 Consider a series HEV drive train. Assume that 15kW power is being used
by the drive-line while the engine operates with the full throttle at (60 Nm,
3400 rpm). The battery voltage is 307 V. Calculate the battery charging
current when the efficiencies of motor and generator are 0.92 and those of
their inverters are 0.97.
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Chapter 13

Battery EVs and PHEVs

Future vehicles will be powered by cleaner and more efficient energy conversion sys-
tems. Since the oil price has been shown to fluctuate dramatically in recent years,
there are many incentives to switch to a new alternative fuel. Further, considering
the depletion rate of the world’s oil resources, it is difficult to predict the available
oil quantities as a fuel for vehicles beyond 50 years. Another motivation for ad-
vanced vehicular technologies is environmental concerns. Recently, CO2 has been
drawing special attention since it is known that cumulative CO2 increase causes the
greenhouse effects leading to global warming. To achieve stabilization of greenhouse
gas (GHG) concentrations in the atmosphere, the Kyoto Protocol was established in
June 1992 and entered into force on 16 February 2005. Under Kyoto, industrialized
countries agreed to reduce their collective greenhouse gas emissions by 5.2% com-
pared to the year 1990. Transportation is responsible for around 20% of the total
CO2 emissions. European automobile manufacturers’ association (ACEA) set the
CO2 regulation target that would reduce average car emissions down to 130 grammes
CO2/km by 2012. With emissions regulations tightening, car manufacturers have
begun to develop vehicles with alternative power sources.

13.1 Electric Vehicles Batteries

Zero emission vehicles (ZEV) are inevitable for car manufacturers to satisfy the
ACEA 2020 commission target level of 95gCO2/km. Battery electric vehicles (BEV)
and hydrogen vehicles are regarded as feasible ZEV solutions. But hydrogen vehicles
require infrastructures for creating, distributing, and storing hydrogen, which is
costly. Thus, most players conclude that hydrogen power-trains will not be available
in a foreseeable future, i.e., before 2020 [15].

The key concern for BEVs is the availability of a battery that can provide an
acceptable driving range with cost targets competitive with gasoline cars. Properties
of high-power batteries and supercapacitors are summarized in Table 13.1.
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Table 13.1: High power battery and ultracapcitor characteristics

Parameter VRLA NiMH Li Ion Ultracap

Nominal cell voltage (V) 2 1.2 3.6 1.8
Battery electrolyte Acid Alkaline Organic Organic
Specific energy (Wh/kg) 25 40 60-180 5
Specific power (W/kg,10sec) 400 1300 1500 >3000
Energy efficiency Good Moderate Good Very good
Thermal mng. requirements Moderate High Moderate Light

13.1.1 Battery Basics

Rechargeable batteries, in general, consist of negative electrode, positive electrode,
electrolyte, and separator. During discharge, oxidation takes place at the negative
electrode, yielding metallic ions and electrons. The ions dissolve into the electrolyte
and migrate to the positive electrode, while the separated electrons are transferred to
the positive electrode via an external circuit. At the positive electrode, the migrated
metal ions combine with the transported electrons. The separator prevents the ohmic
contact between cathode and anode material, but allows selective penetration for
ions. The discharging procedure is illustrated in Fig. 13.1. The nominal voltage of
a galvanic cell is fixed by the electrochemical characteristics of the active chemicals
used in the cell.

Separator Anode

e-e-

e-e-

Cathode

Electrolyte

e-e-

Negative

electrode

Ionized

metal
e-e-

Positive

electrode

Figure 13.1: Battery schematic drawing.

The no-loss (open circuit) cell voltage is determined by the Nernst potential.
Fig. 13.2 shows a typical bipolar curve of a cell. The actual cell voltage appearing
at the terminals depends on the load current. The voltage drop from the no-loss
cell voltage is counted as the loss. In the low current region, the activation loss is
dominant. The activation loss is an intrinsic electrochemical property of electrode,
and its magnitude is predicted by Tafle’s empirical equation.
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Figure 13.2: Polarization curve.

The ohmic loss due to the internal impedance increases linearly as the current
density increases. The internal impedance is mainly affected by the physical charac-
teristics of the electrolyte. Finally, the concentration loss prevails in the high current
region.

13.1.2 Lithium-Ion Batteries

Since the commercial release of the Li-ion battery in 1991, lithium-ion battery tech-
nology has progressed significantly in safety, power, and energy densities. A typical
lithium-ion battery structure is shown in Fig. 13.3. Most commonly, the anode is
made from carbon (graphite) containing lithium-ions. This replaces metallic lithium
anode, which causes severe safety issues. Layered oxide materials with porous struc-
ture are used as cathode material. Common lithium-ion battery electrolytes are
derived solutions of LiPF6 salt in a solvent blend of ethylene carbonate and other
various carbonates such as dimethyl carbonate [5]. Metal current collectors (cop-
per at anode and aluminum at cathode) press the electrode materials providing low
resistance conductive paths.

Electro chemistry of lithium-ion cell is

LiCoO2 
 Li1−xCoO2 + xLi+ + xe− (13.1)

xLi+ + xe− + 6C 
 LixC6, (13.2)

where (13.1) is the cathode reaction, and (13.2) is the anode reaction. Note that
the left-hand side direction indicates discharging operation. Therefore, the overall
reaction is

LiCoO2 + 6C 
 Li1−xCoO2 + LixC6. (13.3)

During discharge, lithium-ions are dissociated from the anode and migrate across
the electrolyte and are inserted into the crystal structure of the cathode. At the same
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Figure 13.3: Li-ion battery.

time the compensating electrons travel in the external circuit and are accepted by
the cathode to balance the reaction. The process is completely reversible [2].

Lots of efforts were made to reduce or substitute the use of expensive cobalt in
the cathode fabrication. Four different cathode chemistries are being considered by
the industry: Li(Ni,Co)O2, Li(Ni,Co,Mn)O2, LiMn2O4, and LiFePO4. The layered
nickel cobalt oxide, Li(Ni,Co)O2, has the highest energy density, but is not safe.
The manganese spinel, LiMn2O4, is relatively safe and has a high-power density,
but the energy density is low. The iron phosphate, LiFePO4, is completely stable
since it shows no exothermal behavior in charged state [6]. Further, the lithium iron
phosphate battery has longer life time and high peak power rating compared with
other lithium-ion batteries. But the conductivity is low, thereby the energy density
is the lowest.

A123Systems claimed that their proprietary nanostructure increased the surface
area of electrodes 100 times, thereby the energy and power densities of their battery
were improved significantly [4]. The properties of some cathode materials are shown
in Table 13.2.

13.1.3 High-Energy versus High-Power Batteries

Battery designs can be optimized for high-capacity or high-power rating. For exam-
ple, in BEV applications, the driving range per charge is most important, so that
high-capacity batteries are required for BEVs. HEVs, on the other hand, require
high-power ratings. The battery requirements are summarized in Table 13.3. As
the battery dependence increases (HEV→PHEV→BEV), the vehicle requires higher
energy density and larger depth of discharge.
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Table 13.2: Properties of cathode materials for lithium-ion battery

Layered Oxide

LiCoO2

used in most lithium batteries
high-performance, high stability
high price due to Co active material
limited safety

LiNiO2

high capacity
advantageous in price
bad safety

Spinel Structured Oxide

LiMn2O4

highly safe
low cost active material
Mn dissolution, unstable structure
short life time especially in high temperature

Lithium Metal Phosphate with Ovline Structure

LiFePO4

very low cost
superior safety
long life time due to stable structure
low energy density due to low discharge voltage (3.4V)
low power capacity due to low conductivity

In the cell construction, the design trade-offs are involved. Fig. 13.4 shows a
schematic view comparing high-power density with high energy density batteries.
Note that high energy batteries utilize thick electrodes, whereas high-power batteries
utilize thin electrodes. Thus, high-power batteries, retaining larger surface area
under the same volume, react fast at high-power demands. But, they have lower
energy density since current collectors and separators take relatively larger volume
proportion.

(a) (b)

Figure 13.4: Battery structures: (a) energy (intensified) battery and (b) power
(intensified) battery.

The specific energy (SE) and specific power (SP) of batteries are depicted in
Fig. 13.5. The bottom labels denote product names of Saft batteries
(www.saftbatteries.com). It shows that the energy density is traded with the power
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Table 13.3: Battery requirements for passenger vehicles.

Mild HEV Full HEV PHEV BEV

Key performance
High power High power Mid-power High energy

and energy
Life time 15 years 15 years > 8 years > 8 years
Pack voltage 42-144V > 144V > 200V > 330V
Power 5-10 kW 25-75 kW 25-100 kW 50-100 kW
Battery capacity <1 kWh 1-2 kWh 4-15 kWh 40-100 kWh
SOC window 5% 5-20% 20-60% 20-80%
Chemistry NiMH, Li-ion Li-ion Li-ion Li-ion

density. For example, LiFePO4 batteries can be designed to have either SE=180Wh/kg,
SP=174W/kg or SE=54Wh/kg, SP=4375W/kg.

. NiMH (P) . LiMnO2 (E) . LiFePO4 (E) LiFePO4 (P)
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VHCs3500 LM33550 VL37570 VL10Fe
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Figure 13.5: SP and SE of batteries. (E): energy intensified and (P): power inten-
sified.

13.1.4 Discharge Characteristics

The discharge characteristics depend on temperature, discharge rate (current), and
the age of the cell. Fig. 13.6 (a) and (b) show typical discharge curves for differ-
ent currents and temperatures. After initial quick voltage drop, the voltage level
maintains a fairly constant level. But, as the charge empties out, the voltage drops
drastically. End of discharge voltage (EDV) is defined as the minimal voltage ac-
ceptable for a battery, and battery capacity, Qmax is defined as the total charge
when the battery voltage drops to EDV.
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Figure 13.6: Battery discharge characteristics under (a) different discharging rates
(currents) and (b) different temperatures.

Dependence on Current Magnitude

Fig. 13.6 (a) shows the voltage drop as the cell discharge proceeds. However, the
drop curves are different depending on the discharge rate. Discharge rate is defined
to be 1C if a fully charged battery depletes the total capacity in an hour. For
example, 1C rate of a 2000mAh battery is equal to 2000mA. According to a simple
calculation, it should take five hours if a battery depletes in 0.2C rate. However, the
effective capacity is increased more if discharge takes place over a long period with
a low C rate (0.2C). Conversely, if discharge current is high, the effective capacity
falls off dramatically. It is mainly due to the internal resistance since the battery
operation is accompanied by the Joule loss, I2R.

Dependence on Temperature

Fig. 13.6 (b) shows the cell voltage variation with temperatures. The lithium-ion bat-
tery performance declines steeply as the operating temperature dips below −10◦C.
At a low extreme temperature, the electrolyte may freeze. Thus, EV cold starting is
a problem in a very cold region. The reasons for poor performance are: Electrolytes
tend to be highly viscous and the reaction rate drops at low temperatures. But
once battery operation starts, the Joule losses, I2R heats up the battery cell. It is
called battery self heating. As the temperature increases, the resistance of the elec-
trolyte decreases and the reaction rate increases. These synergic effects accelerate
the exothermic electrode reaction, which, in turn, escalates the temperature.

At high temperatures, the electrode reaction rate and ion mobility are high.
But unwanted self-discharge rate also high with temperature. Furthermore, the
active chemicals expand causing the cell structural changes at high temperatures.
More seriously, the anion, PF−

6 , of electrolyte is unstable above 60◦C. It leads to a
rapid degradation of the electrode material. The operation temperature window of
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lithium-ion batteries is 0∼ 20◦C [11].

Overcharging Problem

The level of current flowing into the battery during charging is controlled by the
electrical battery charging system and may well exceed the natural redox reaction
capacity of the battery cell electrodes. The imposition of excess current results
in electrolysis of the aqueous electrolyte away from the electrodes. This electrolysis
frees gaseous oxygen which reduces the effective electrode surface area. It also causes
a pressure buildup that may result in leakage of oxygen gas and aqueous electrolyte
solution [13]. Further, the overcharging causes a temperature hike and may lead to
an explosion.

13.1.5 State of Charge

The state of charge (SOC) is defined as the available capacity expressed as a per-
centage of some reference. The SOC is written as

SoC(t) =
Qmax −

∫ t
t0
i(t)dt

Qmax
× 100. (13.4)

The SOC measurement is particularly important in EV applications, since it indi-
cates how farther the vehicle can go. One SOC estimation method is to use the
voltage level of the battery cell. But this method is useful when the voltage ver-
sus SOC has a certain steepness. Unfortunately, this method cannot be applied for
lithium-ion batteries, since they have fairly flat discharge curves. Other method is
to take the integral of current over time according to (13.4). This method, known
as Coulomb counting, provides higher accuracy than most other SOC measurements
since it measures the charge flow directly [2].

13.1.6 Peukert’s Equation

The Peukert’s equation gives a relation between the discharge current and the cut
off time:

Ck = tcutI
n, (13.5)

where Ck is a constant representing the theoretical capacity of the battery, n is also
an intrinsic constant of the battery called the Peukert’s number, I is the discharging
current, and tcut is the cut off time (time of discharge) expressed in hours. The
Peukert’s equation is an empirical formula showing the battery performance under
constant discharge currents. Note that n ≈ 1.3 − 1.4 for lead acid batteries and
n ≈ 0.95 for lithium batteries [4]. The higher n, the more capacity is lost during
high current discharge. Two constants logCk and n satisfy a linear relationship:

log10Ck = log10 tcut + n log10 I. (13.6)
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Thus, it is used for determining n and Ck from experimental data.

Exercise 13.1
When a fully charged battery dissipated energy at a constant rate, I = 80A, the cut
off time was 2h. The same experiment was done but with a different load current,
I = 20A. At this time the cut off time was 9h. Find n and Ck.

Solution

log10Ck = log10(2) + n log10 80

log10Ck = log10(9) + n log10 20.

Thus, n = 1.085, log10Ck = 2.365, and Ck = 232Ah.

13.1.7 Ragone Plot

Ragone plot shows the energy storage capacity of an energy storage device for con-
stant active power request. Fig. 13.7 shows a Ragone plot for various types of bat-
teries and supercapacitors, in which the vertical axis represents the specific power
(W/kg) and the horizontal axis the specific energy (Wh/kg) in the log scale. Two
extreme points, A and B, may be explained with water storage tanks with different
orifices. The former has a large orifice, but the tank size is small. On the other
hand, the latter can store a large volume of water. But since the orifice is small, a
large amount of water cannot be filled or drained in a short time. Capacitors are
typical high-power and low energy density devices.

For BEV applications, the specific energy is obviously important for a large
driving range. However, the specific power is particularly important in HEVs since
the required vehicle power is peaky. Hence, a parallel use of battery and supercap is
sometimes recommended. Based on the Ragone plot shown in Fig. 13.7, the lithium-
ion batteries are superior to the others both in the energy and power densities.

13.1.8 Automotive Applications

A typical small electric car will use 90∼160Wh per kilo meter on the average. Thus,
to drive 160km at a rate of 125Wh/km, a 20kWh battery will be required. As
of now, the battery cost is about 1,000 US$/kWh including cooling and manage-
ment systems on a small scale order. Then, the total battery package cost would
be 20,000US$ for 20kWh capacity. This cost barrier is a major impediment that
retards the EV spread on the market. On the other hand, in an automotive appli-
cation, the batteries are under harsh environments. Other than vibration and wide
temperature range, the discharging/charging current pattern is wild and peaky: The
current demands are very high during hard acceleration or hill climbing, whereas
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Figure 13.7: Ragone plot of batteries.

almost no current is necessary during coasting. Conversely, to accommodate a high
acceptance of regenerating power, the battery charging current rate should be high
correspondingly.
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Figure 13.8: Charging and discharging power versus SOC.

Fig. 13.8 shows the charging and discharging rates versus SOC. The acceptance
capability of charging power drops drastically above 80%, so that it takes a very long
time to charge beyond 80%. Further, special care has to be taken not to overcharge
a cell in a high SOC range.

Note also that the discharging power decreases steadily as the SOC level reduces,
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and it drops drastically below 10% SOC. The lithium-ion batteries should not be
discharged below 2.5V cell voltage, under which the cathode breaks down and the
copper current collector is dissolved into the electrolyte [2]. Thus, if a battery is
depleted to below a minimum point, then the life time shortens drastically.

The SOC swing range of HEVs is managed to be very shallow in order to satisfy
the required specifications regarding the battery life time. But deep charge-discharge
cycles are inevitable in the BEVs. The BEVs’ SOC ranges from 20% to 90%. In the
case of PHEVs, the SOC range is 30 to 90%.

13.2 BEV and PHEV

For all these progresses, battery package costs are still too high (US$1,000/kWh),
and energy density is still too low (80∼100Wh/kg) for vehicle applications. There-
fore, the battery takes a dominant portion in the cost of the electric power-train. For
example, the battery takes about 47% in the cost of electric power-train of HEVs.
In the BEVs, the battery proportion is larger than triple times the rest in the com-
ponents cost breakdown. The PHEVs are functionally the same as BEVs when the
daily driving pattern is restricted to a commuting range and the battery is recharged
overnight. Therefore, availability of a robust battery at a competitive price remains
a big challenge for the market spread of PHEVs and BEVs. Even in the year 2020,
no BEV is expected to have the same driving range as ICE cars. Thereby, the BEV
use will be limited to city or near-city driving [15].

Characteristics of HEV, PHEV, and BEV are summarized in Table 13.4. A main
differences is that HEVs utilize power (intensified) batteries, whereas PHEVs and
BEVs energy (intensified) batteries.

Table 13.4: Characteristics of HEV, PHEV and HEV.

HEV PHEV BEV

Battery capacity small large very large
(1kWh) (∼16kWh) (16∼20kWh)

All electric range very small sizable distance entire range
(16∼64km) (160∼200km)

Power/energy battery
power battery energy battery energy battery
(1500∼3000W/kg) (150Wh/kg) (150Wh/kg)

On-board charger no yes yes

According to the USA VMT study results [14], 60% of American drivers’ daily
driving range is less than 60 miles. Considering the EV milage of 90∼160Wh/km, a
typical energy estimate used daily by a BEV is about 15kWh. Regarding the utility
rate as 11 cents per kWh, the EV’s electricity cost would be less than two dollars a
day. Since the electric energy cost is much lower than the corresponding gas cost,
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the vehicle operation cost reduces as the AER expands. But due to the battery, the
up-front cost of a BEV is a burden to customers and it increases as the AER grows.

13.3 BEVs

Fig. 13.9 shows a schematic block diagram of a BEV. The power-train consists of a
pack of a battery, an inverter, a battery charger, and a propulsion motor. Also, it
contains a DC to DC converter to provide power to a 14-volt DC bus for powering
conventional electric loads such as lights, wipers, power windows, and fans.

Inverter MotorMain

Battery

Battery

Charger

DC/DC 

Converter

Battery

Management

System

14V system

Torque 

Control

Figure 13.9: BEV block diagram.

To economize the cable size, a trend is to increase the battery voltage. In the
passenger EVs, the continuous current rating is normally less than 200A to reduce
the size and cost of cable, sockets, and terminals [4]. For example, a 200A cable
should be used to deliver 60kW power if the battery voltage is 300V.

BEVs have a 3kW on-board charger for home charging. Since the BEV battery
capacity is 16 ∼ 20kWh and the maximum power rating of household electricity is
about 3kW, it takes 6 ∼ 7 hours to fully charge a BEV battery at home. BEVs
can be recharged from the grid overnight when the overall electric demand is at its
lowest. Further, BEVs have an extra receptacle for a fast charge (16 ∼ 32kW) at
a charging station. Since there is no engine and transmission, the structure of the
power-train is simple compared with HEVs.

Further, the battery’s internal resistance increases as the charging-discharging
cycle repeats. Normal battery life time is 1000∼2000 cycles in the case of deep dis-
charge. Therefore, if they are utilized on a once-a-day charge-discharge cycle, most
current batteries would be replaced within five years. This expensive replacement
offsets the advantages of using low-cost energy source (electricity). Therefore, the
battery life and cost are the key issues in accelerating the market penetration of the
commercial BEVs.
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13.3.1 Battery Capacity and Driving Range

For a BEV to be acceptable in the market, the driving range needs to be 300 km
per charge with a battery life of 10 years. Adding more battery packs is not the
way of extending the EV driving range, since increasing battery weights adds more
vehicle load. This is illustrated with a simple example: Consider a BEV with the
following parameters: curb mass without a battery : 980kg, drag coefficient (Cd)
: 0.308, rolling resistance (fr) : 0.009, frontal area (AF ) : 2.22m

2, accessory electric
load (Pel) : 700W.

We calculate the driving range with different battery capacities (weights) with
the assumption that the vehicle runs at a constant speed, Vx=60km/h. The driving
range is calculated according to

dx = Vx ×
Eb
P
,

P =

(
mvgfr +

ρCdAF
2

V 2
x +mvg sinα

)
Vx + Pel ,

where Eb is the usable battery capacity. Computed results are plotted in Fig. 13.10,
where the battery capacity is scaled linearly with the battery modules (200kg,
16kWh). It is obvious that the travel distance is not proportional to the battery
capacity, since the battery weight, correspondingly the rolling resistance and gravity,
increases.
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Figure 13.10: Driving range for different number of battery units: (a) zero grade
and (b) 7.5% grade.

In midsize cars, it is not easy to accommodate a battery whose weight is higher
than 200kg. Additionally, cost and space are other discouraging factors for the
battery capacity increase. Hence, a fundamental solution for the driving range
extension is to increase the battery energy density. Fig. 13.11 shows an expectation
on the energy density growth of Li-ion battery and the corresponding range extension
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[15]. This says that the battery energy density will be doubled by 2020, and the
battery capacity will be tripled so that driving range will be extended to 300 km.
However, the battery weights remain around 200 kg. According to the California
Air Resources Board, the target specifications of EV batteries are:

Life time : 10years,
Total mileage: 240,000km,
Number of charging/discharging: 5000 cycles,
Target price: US$300/kWh.
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Figure 13.11: Expectation on the energy density growth of Li-ion battery and the
range extension: (a) EV range, (b) battery capacity, (c) energy density, and (d)
battery weight.

13.3.2 BEVs on the Market

There were many EV development programs. EV1 was developed by GM under
the collaboration with Hughes and produced in 1997 with lead-acid battery. The
second model was released with nickel metal hydride battery in 1999. But the EV1
program was terminated in 2003. Among many reasons for the short termination
of EV1, poor driving range, long charging times, and a complex infrastructure of
chargers were the main technical problems.
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Mitsubishi announced an EV named “MiEV” which will be commercially avail-
able in world market in 2010 [10]. By plug-in charge at home, it takes 7 hours. But
at a charging station, it takes 30 minutes for 80% charging. Toyota plans to launch
an urban commuter BEV by 2012. Toyota’s FT-EV is targeted to an urban dweller,
driving up to 50 miles between home, work and other forms of public transportation.
Tesla Roadster is a sports car-type BEV. It utilizes an induction motor, which has
a better efficiency in the high-speed region. Specifications of MiEV and Roadster
are summarized in Table 13.5.

Table 13.5: Major specifications of Mitsubishi’s MiEV and Tesla Roadster

Maker
Mitsubishi Motors Tesla Motors
(MiEV) (Roadster)

Vehicle dimension 3395×1475×1600 mm 3946×1851×1126 mm
Curb weight 1080 kg 1238 kg
No. of passengers 4 persons 2 persons
Max. speed 130 km/hr 200 km/hr
Max. driving range/charge 160 km 350 km
Motor type PMAC Induction
Max. power 47 kW 185 kW
Max. torque 180 Nm 375 Nm
Driving rear wheels rear wheels
Battery type Li-Ion Li-Ion
Battery voltage (peak) 330 V 370 V
Battery capacity 16 kWh 53 kWh
Battery weight 157 kg 450 kg
Charging time (at station) 0.5 hrs 3.5 hrs

13.4 Plug-In Hybrid Electric Vehicles

The operation mode of PHEVs and BEVs is characterized by a deep cycling between
full charge and intense depletion. The depth of depletion ranges 70∼80%. Therefore,
the batteries should be robust against deep discharge and tolerable to a high number
of charge/discharge cycles.

Fig. 13.12 shows the fuel consumption versus travel distance. The PHEV depletes
the battery energy first. Once the SOC decreases down to the predetermined level,
then the power source is switched to the ICE. The benefit of PHEV is apparent when
the driving range is short. With a PHEV 40 a driver is not supposed to use a drop
of fuel if the daily mileage is less than 40 miles. Many studies show that the use of
PHEVs will reduce the fuel consumption significantly, contributing to reducing the
petroleum import and the GHG emission.
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Figure 13.12: Fuel consumptions over travel distance [12].

13.4.1 PHEV Operation Modes

Two typical operation modes are continuous discharge (charge-depleting) mode and
high-power cycling (charge sustaining) mode.

Charge-depleting (CD) mode: In this mode, the vehicle is driven
exclusively by an electric motor with the combustion engine off. The
state-of-charge (SOC) may fluctuate but, on the average, decreases until
the SOC lowers down to a predetermined level. From that time, the ICE
turns on. The maximum CD mode range is AER.

Charge-sustaining (CS) mode: The ICE and the electrical motor
cooperate in a most efficient manner. The SOC is confined in a prede-
termined band while the vehicle operates. This is the common operating
mode of commercial HEVs. Once the SOC level drops down to a lower
bound, it is switched into the CS mode automatically. The power plots
for the CD and CS mode operations are shown in Fig. 13.14.

Blended mode: This is basically a CD mode; thus the SOC decreases,
on the average, while the vehicle operates. However, the engine turns
on when the required power is larger than the battery power capability.
That is, the engine is engaged to cover up the peak power demand that
exceeds the battery power capability, as shown in Fig. 13.13. A vehicle
design on the basis of the blended mode operation requires a less battery

www.EngineeringEBooksPdf.com



Battery EVs and PHEVs 367

(power) capacity. Thus, it reduces the proportion of battery cost.

Power

time

Engine

Battery

Battery

limit

Figure 13.13: Peak power is covered by engine in blended mode operation [18].

Fig. 13.14 is a simulation result of a power plot for the CD and CS mode oper-
ations [16]. On the other hand, Fig. 13.15 shows a power plot for the blended and
CS mode operations [16]. It needs to be checked that the engine cuts in operation
frequently in the blended mode. Komatsu et al.[17] claimed that the blended mode
design was beneficial on the basis of driving cycle simulations [17].

distance (mile)

SOCPower (kW)

Charge Depleting
Charge Sustaining

Figure 13.14: Power plots for the CD and CS mode operations [16].

13.4.2 A Commercial PHEV, Volt

Volt is a first serious PHEV that a major car manufacturer (Chevrolet, GM) will
produce. Volts will be available in the market in 2011. Wheels are connected to a
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Figure 13.15: Power plots for the blended and CS mode operations [16].

120kW motor, while the ICE is devoted to driving a generator to charge the battery.
Hence it has a serial hybrid structure. The ICE is a 53kW, three-cylinder gasoline
(1400cc) engine. Since the engine operates after the battery is depleted, the engine is
called “range extender.” The AER of Volt is 64km (40 miles), but with the gasoline
its driving range can be extended to 480km. Since the batteries are packed under
the T-shape frame, the vehicle’s center of mass is lowered, thereby the cornering
work is expected to be excellent. A photo of Volt is shown in Fig. 13.16, and major
parameters are listed in Table 13.6.

Table 13.6: Major specifications of Chevrolet’s Volt

Battery capacity 16kWh
Battery weight 180kg
EV Driving range 64km
Cell structure 80 × 4V cells
Battery volume 100L
Battery life time 10 years (or 4000 charge/discharge)
Engine size 1.4-liter
No. of cylinders 3
Engine power 53-kW
Motor power (max.) 120 kW
Motor torque (max.) 320 Nm
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Figure 13.16: Photo of Volt
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Problems

13.1 Suppose that a 18650 battery has 1.66Ah capacity and its weight is 46 gram.
When the nominal voltage is 3.8V, calculate the specific energy density.

13.2 Consider battery discharging curves shown in Fig. 13.17.

a) Determine the capacity in Wh for 1C rate discharge.

b) Suppose that the battery weight is 0.9 kg. Determine the specific
energy.

c) The dotted curve shows the discharge characteristics at 48C rate.
Determine specific power.

d) Determine the capacity in Wh for 48C rate. Explain why it is low
compared with the nominal capacity.
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Figure 13.17: Battery discharge curves (Problem 13.2).
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13.3 Battery capacity was measured while draining current at constant rates. The
experimental results are

Exp. 1 : tcut = 10h for I = 15A,
Exp. 2 : tcut = 1h for I = 100A.

Utilizing the above data, predict cut off time, tcut when I = 200A.

13.4 Cathode materials and the properties are listed below: Make relevant pairs
from left and right columns.

a) LiCoO2 1) Good cycle life time, thermally and chemically stable
b) LiNiO2 2) Low cost, high-power density, unstable at high temp.
c) LiMn2O4 3) Expensive, high capacity
d) LiFePO4 4) High capacity, low cost, unsafe

13.5 Calculate the driving ranges for different numbers of battery modules, (120kg,
16kWh) when the road grade is 7.5%. Use the same vehicle parameters used
for Fig. 13.10.

13.6 Explain

a) Why do the Li-ion batteries show poor performance below −20◦?

b) Why is high temperature operation not desirable?

c) Why is overcharging not good for the battery life time and dangerous?

d) Why is silicon not used as an anode material though it has a potential
of very high energy density?

13.7 Discuss the main benefits of the blended mode operation.
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Chapter 14

EV Motor Design Issues

The operation ranges of ICEs are limited compared with electric motors. To cover
wide speed range, the use of clutch and transmission gear box is necessary. Further,
ICEs do not produce starting torque; thereby a slip mechanism should be used for
vehicle starting. Note, however, that electric motors inherently have large starting
torque, and can cover a wide speed range without a gear shift. Simplicity in the
drive train is an attractive feature of EVs. Fig. 14.1 shows the torque-speed curves
of a typical ICE for various gear shifts, along with that of an EV motor.

Induction motors, being very rugged and inexpensive, are considered as propul-
sion motors for EVs. But the overall efficiency is low compared with PMSMs. The
difference is pronounced more in the low-speed area. The low efficiency enforces EV
to increase the battery capacity to meet a driving range requirement. Therefore,
motor cost saving may result in battery cost increase, which is undesirable. Thus,
the recent trend is not to use induction motors for passenger vehicles.

12000rpm6000rpm
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Vehicle Speed

EV Motor

Figure 14.1: Torque-speed curves of an internal combustion engine with gear shifts
along with an electric motor torque-speed curve (dotted line).
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14.1 Types of Synchronous Motors

Fig. 14.2 shows cross-sectional views of typical 4-pole synchronous motors. PMs are
marked by dark areas. The first four utilize PMs, but the last two do not use any
PM: Fig. 14.2 (a) shows a typical SPMSM. Fig. 14.2 (b) shows an inset type PMSM,
where the PMs are set in the grooves. Note in this case that Ld < Lq. Fig. 14.2 (c)
shows a typical IPMSM, in which the saliency ratio. ξ = Lq/Ld, is maximized with
the use of bridges and flux barriers. Fig. 14.2 (d) shows a flux-concentrating (or flux-
squeezing) arrangement, which enables the air gap field density to be higher than
the remnant field density of the PM. If the torque is generated purely by reluctance,
then it is called reluctance motor. Fig. 14.2 (e) shows a switched reluctance motor,
whereas Fig. 14.2 (f) shows a synchronous reluctance motor, in which the rotor is
constructed by stacking laminated steel sheets in the radial direction.

(a) (b) (c)

(d) (f)(e)

Figure 14.2: Cross-sectional views of 6 synchronous motors (a) surface mounted
PMSM, (b) inset PMSM, (c) interior PMSM, (d) flux-concentrating PMSM,
(e) switched reluctance motor, and (f) synchronous reluctance motor.

14.1.1 SPMSM

PMs are normally bonded on the surface of the rotor back iron by some epoxy
glues. In some applications, stainless steel band or glass fiber band is used to fix the
PMs, since glue bonding is not strong enough to endure high centrifugal force. If a
stainless steel band is used for fixing the PMs, then eddy current loss takes place by
the field harmonics. Therefore, care should be taken not to heat up the PMs by the
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loss of stainless steel band.

Since the permeability of PM materials is close to that of air (µr = 1.05 for Nd-
Fe-B and Ferrite), PMs look like air in the view of magnetic reluctance. Therefore,
the reluctance is uniform along any radial directions in SPMSMs (see Section 6.2).
In other words, SPMSMs do not have rotor saliency.

Effective

air gap

glue

PM

(a) (b)

Figure 14.3: (a) Schematic view of SPMSM and (b) fundamental component of air
gap field.
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Figure 14.4: Harmonics of air gap field versus PM coverage (αe): Air gap field
harmonics versus PM coverage αe [1].
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PM Coverage Ratio

To make air gap field sinusoidal, the PM coverage over the rotor surface should be
considered. The pole coverage ratio is defined as the ratio of PM arc length, τM , to
pole pitch, τp, i.e., αe = τM/τp. Then, αe = 1 implies that the whole rotor surface
is covered completely by PMs. Fig. 14.3 (a) and (b) shows a PM coverage and
the corresponding air gap field density, respectively. Similarly to (2.4), harmonic
coefficients of the air gap field density are obtained as

Bm(n) =
4

π

Bm
n

sin(nαe
π

2
), n = 1, 3, 5, · · · . (14.1)

Based on (14.1), computed results of the fundamental, 5th and 7th-order harmonics
versus αe are shown in Fig. 14.4. For αe = 0.85, 5th and 7th-order harmonics
reduce significantly, whereas the fundamental component is decreased only by 3% [1].
Hence, 85% PM coverage is good for reducing the harmonic contents of the air gap
field.

Inset PMSM

In some SPMSMs, PMs are inserted on the grooves of the rotor surface, as shown
in Fig. 14.5. Those types of motors are called inset PMSM. It was reported that
the reluctance torque gained by an inset configuration amounted to 38% of the peak
magnet torque [2]. The hook shown in Fig. 14.5 plays a role not only as a PM holder,
but also as a shield to demagnetizing field.

hook
PM Salient pole

Rotor back iron

Figure 14.5: A hook design of an inset motor.

14.1.2 IPMSM

Since PMs are inserted in the cavities of the rotor core, no fixation device is necessary
in IPMSMs. Since PMs are surrounded by soft silicon steel (4000∼5000µ0), PMs
are partially protected from the stator harmonic fields.

The foremost advantage of IPMSM is the capability of utilizing reluctance torque.
As was discussed in Section 6.2, the d–axis reluctance is greater than the q–axis reluc-
tance, i.e., Ld < Lq. This inductance asymmetry leads to generating the reluctance
torque.
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Flux barrier

Bridge
Shorting flux

Figure 14.6: Bridge and flux barrier of IPMSM.

The PM flux is valid for torque production when it makes a flux linking with
the stator windings. Specifically, the PM flux needs to cross the air gap and encircle
the stator windings through the back iron of stator core. But a certain amount of
flux does not make such a flux linking: Some flux makes a closed path inside the
rotor, called the flux shorting [3]. This leakage flux just wastes the PM potential.
To minimize the flux shorting, flux barrier and bridge need to be used. The flux
barriers are formed by air holes that penalize flux passing. The bridge is nothing
but a narrow ridge of thickness 1∼2 mm that holds the rotor structure. The tensile
strength of the bridges should be large enough to endure the centrifugal force of rotor
segments in the outer layer. Therefore, there should be design compromise between
minimizing the shorting flux and increasing the mechanical rigidity. Fig. 14.6 shows
a cross-sectional view of an IPMSM having typical flux barriers and bridges.

14.1.3 Flux-Concentrating PMSM

Flux-concentrating configuration is shown in Fig. 14.7. PMs are set in the radial
direction. But, they are magnetized in the circumferential direction and the same
poles face each other. Further, flux path around the rotor shaft is blocked by non-
ferromagnetic material such as stainless steel. As a consequence, the fields are
squeezed toward the rotor surface. By this method, air gap field density can be
made higher than the remnant field density of the PM.

Fig. 14.8 shows an example design of 8-pole ferrite flux-concentrating PMSM.
Note from Fig. 14.8 (a) that most flux lines pass through the air gap. Fig. 14.8 (b)
shows the air gap field density: Note that the maximum field density is about 0.6T,
which is much higher than the ferrite remnant field density (0.39T).
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Non ferromagnetic material

Flux-concentration

Iron core

PM

Figure 14.7: Flux-concentrating PMSM.

Figure 14.8: A design example of 8-pole ferrite flux-concentrating PMSM: (a) flux
lines and (b) air gap field density.

14.1.4 Reluctance Motors

Variable reluctance motors utilize purely the reluctance torque. Since expensive
PMs are unnecessary, reluctance motors were favored as a candidate for EV traction
motors. There are two kinds of reluctance motors, as shown in Fig. 14.2 (e) and (f):
The former is the switched reluctance motor, the latter is the synchronous reluctance
motor. In the switched reluctance motors, typical stator and rotor pole numbers are
6-4 or 12-8. Only one-pole pair is aligned at each phase current excitation in the
6-4 switched reluctance motor. If phase currents are switched sequentially, the rotor
keeps rotating.
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With the synchronous reluctance motor, the torque is governed by

Te =
3

2

P

2
(Ld − Lq)i

e
di
e
q . (14.2)

In order to make the torque density comparable with that of an induction motor, the
inductance variation should be sufficiently large. For example, Ld : Lq = 8 : 1 [4].
Further, the air gap has to be less than 0.3mm in order to have comparable power
density. But, it requires precise machining for brackets and precise rotor assembly.
This increases manufacturing cost, which offsets the cost advantage gained from PM
elimination. The manufacturing costs of the axially laminated rotors are particularly
high, since they require different sizes of lamination sheets. Reluctance motors are
not widely used for EV propulsion.

14.2 Distributed and Concentrated Windings

Coil span is counted by the number of teeth encircled by a phase winding. If the
coil span is larger than one, that winding is called distributed winding. However, if
the coil span is equal to one, then the phase coil surrounds a single tooth, i.e., a coil
coming out of a slot goes into an adjacent slot. This winding is called concentrated
winding. Obviously, the length of coil is minimized with the concentrated winding.
The number of slots per pole per phase is denoted by

q =
Q

m× P
, (14.3)

where m is the number of phases and Q is the number of slots. Using the value of
q, one can easily determine whether the winding is distributed or concentrated:

If q ≥ 1, then the winding is distributed.
If q < 1, then the winding is concentrated.

Feasible slot/pole combinations for distributed and concentrated windings are listed
in Table 14.1 [1], [5], [6], [7].

14.2.1 Distributed Winding

If q = 1 and the air gap field density is rectangular, then the resultant MMF will
be also rectangular. However, if multiple slots are used per phase per pole (q > 1),
then the MMF will have multiple steps, approaching a sinusoidal wave. For example,
consider double-layer windings for q = 2. Fig. 14.9 (a) shows MMF of the full pitch
winding. On the other hand, Fig. 14.9 (b) shows MMF of a fractional pitch winding
(W/τp = 5/6). Obviously, fractional pitch windings yield less MMF harmonics than
the full pitch winding. Fig. 14.10 shows Toyota Camry motor and generator that
have distributed windings.
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Table 14.1: Slot/pole combinations for three-phase motors.

Distributed Windings

Number of slots 6 9 12 15 18 21 24 36 48

Pole Numbers
2 2 2 2 2 2 2 2 2

4 4 4 4 4 4 4 4
10 6 8 8 6 8

8 10 8 10

Concentrated Windings

Number of slots 6 9 12 15 18 21 24 36 48

Pole Numbers

4 6 8 12 20 30 38
8 8 10 14 22 32 40

12 14 16 26 38 44
16 20 42 52

(a) (b)

0 x

x

MMF (sum)

MMF ( each coil)

0 x

x

MMF (sum)

MMF ( each coil)

Figure 14.9: MMFs of double layer windings (q = 2): (a) full pitch (W/τp = 1) and
(b) W/τp = 5/6 [1].

14.2.2 Concentrated Winding

Note that concentrated windings have fractional slot numbers. Among many slot/pole
combinations listed in Table 14.1, practically reasonable combinations are

Q = P ± 2. (14.4)

For example, (Q, P ) = (8, 6), (12, 10), and (24, 22) are frequently used, since they
offer performance advantages in terms of a higher torque capability and reduced
torque ripple [12], [8], [15].
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Figure 14.10: Toyota Camry motor and generator.

cc aa bba b c

a

a

b

c

b
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aa
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b
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bb

cc
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b
c

ccaa bba b c

MMF MMF

(a) (b)

Figure 14.11: Winding and MMF patterns for 6-slot and 3-slot motors (2-pole,
3-phase): (a) distributed winding (q = 1) and (b) concentric winding (q = 1/2).
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For the purpose of illustration, consider two 2-pole three-phase motors having
6-slots and 3-slots. In the former case, q = 1 and thus the winding is distributed.
However, since q = 1/2 in the latter case, the winding is concentrated. Note from
Fig. 14.11 that the end turn of the concentrated winding is short and does not
intersect with other phase windings. Therefore, the concentrated winding has a
shorter pitch, and does not make a flux linking among the phase windings, i.e., the
mutual inductance is equal to zero.

The resultant MMFs for (ia, ib, ic) = (I, −1
2I, −

1
2I) are also shown in Fig. 14.11.

It should be noted that MMF of the distributed winding is symmetric over pole pe-
riods, but that of the concentred winding is not symmetric. Due to this asymmetry,
the concentrated winding generates even MMF harmonics along with odd harmonics
(see Problem 14.1):

ν = 1,−2, 4,−5, 7,−8, 10, · · · for concentrated winding,

ν = 1,−5, 7,−11, 13, · · · for distributed winding.

1 2 3 4 5 6 7 8 9 10 11 12

a b c a b c

MMF

(a)

(b)

(c)

sub-harmonic fundamental

fundamental

sub-harmonic

11 12 13 14 15 16 17 180 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

Harmonic nubmers

M
a

g
n

it
u

d
e

Figure 14.12: 10-pole, 12-slot motor : (a) fractional pitch (concentrated) winding,
(b) MMF for (ia, ib, ic) = (I, −1

2I, −
1
2I), and (c) spectrum of the MMF.

Aside from even harmonics, fractional-slot windings also produce MMF sub-
harmonics [8]. As an example, consider 10-pole, 12-slot, three-phase motor shown
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in Fig. 14.12 [12]. A winding pattern and the corresponding MMF are shown in
Fig. 14.12 when (ia, ib, ic) = (I, −1

2I, −
1
2I) [1]. To show graphically how 10-pole

is made with 12 teeth, the fundamental component is denoted by dotted lines. The
result of square MMF harmonic analysis is shown in Fig. 14.12 (c). Note that ν = 5
is the fundamental component for the 10-pole motor. It should be noted that it has
a big subharmonic at ν = 1.

Fig. 14.13 shows a 10-pole, 12-slot motor with an exterior rotor and its back
EMF. Note that the back EMF patterns look like perfect sinusoids, i.e., harmonic
contents are quite low in the back EMF wave. This is a common phenomenon found
in fractional slot winding motors. The reason is that each pole segment experiences
different harmonics, and that the harmonics cancel each other within a phase winding
since the pole segment windings are connected in series.

(a) (b)

Ferrite PMs
Rotor core

Stator

Figure 14.13: 10-pole, 12-slot motor with an exterior rotor: (a) sectional view and
(b) back EMFs.

14.2.3 Segmented Motor

In the segmented motor, the stator consists of a multiple number of segmented
pieces. Each piece is separately wound, and the wound pieces are assembled together
to form a stator core. A schematic diagram of a segmented motor is shown in
Fig. 14.14 (a). Since the coils are wound separately before assembly, coil winding
is very simple compared with the conventional insertion method. Fig. 14.14 (b)
shows an assembled stator of an EV motor. The segmented motors are suitable for
automation and thereby for mass production.

Another advantage of the segmented motors is that the copper usage is reduced
significantly along with the concentrated winding. In most distributed winding
motors, the coil end turn lengths are as long as the coil segments in the stator slot,
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i.e., a half of copper is used for the end turns.

But a major disadvantage is that the concentrated winding motors have rela-
tively large MMF harmonics [8]. The stator winding MMF harmonics heat up the
rotor PMs by inducing eddy current, which often leads to the PM demagnetization.
Another problem is that the segments generate higher audible noise. Hence, the
pole segments should be pressed firmly by stator outer ring. Fig. 14.15 shows two
types of rotors: (a) surface mounted PM rotor and (b) V -shaped interior PM rotor.

Stator outer ring

Pole segment
a

a
b b

cc

c

(a) (b)

Figure 14.14: (a) Segments assembly with concentrated winding and (b) an assem-
bled stator (Hyundai Motor Company).

(b)(a)

Figure 14.15: Rotors of HEV motor: (a) surface mounted and (b) embedded (V-
shape) (Hyundai Motor Company).
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14.3 PM Eddy Current Loss and Demagnetization

The B-H curve of a good grade hard magnet material appears as a tilted straight
line with a slope in the second quadrant. The normal curve in the second quadrant
is called demagnetization curve. Fig. 14.16 shows a demagnetization curve with
different magnet circuits. Since hard PMs have relative recoil permeability, µrec, in
the range of 1.0−1.1, slope of the demagnetization curve is 45◦ when the horizontal
axis is plotted along with µ0H [13]. The remnant field density, Br, indicates the
field density when an infinitely permeable C-type yoke provides a closed flux path
without an air gap.

If a yoke has an open air gap, air gap field density, Bg, is determined from
Ampere’s law such that Bg = Hm

ℓm
µ0g

, where g is the air gap height, and Hm and
ℓm are field intensity and length of the PM, respectively. Geometrically, Bg is
determined as intersection point, M between the recoil line and the load line. Note
that the recoil line is considered to be the same as the demagnetization curve in
the linear analysis. The load line is a line with a slope of Pc, called permeance
coefficient. The permeance coefficient is normally calculated as the ratio of PM
length to air gap height, i.e., Pc = ℓm/g (see Problem 14.2).

Normal load

Open circuit 

operating point

Demagnetization

curve Load line

Offset

by current

-Hc

µ=1

N

S

Coercive

force

PC

Q

L

M

NI

NI

N

S

N

S

N

S

N

S

Figure 14.16: B-H characteristic of a hard permanent magnet material.

If current flows in the coil wound around a C-type yoke in the direction that
opposes to the PM field, the load line shifts in parallel to the left side. Correspond-
ingly, the air gap field density reduces with the operation point moving down to Q.
From Ampere’s law, we obtain Hmℓm− B

µ0
g = NI, where N is the winding number
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and I is current magnitude. Therefore,

Bq =
µ0
g
Hmℓm − µ0

g
NI = Bg −

µ0
g
NI. (14.5)

When the reversal current is removed gradually, the field density returns to M .
Change of operating points along the recoil line is reversible, i.e., if the demagne-
tization current is removed, then the original state is recovered without a loss of
magnetism.

14.3.1 PM Demagnetization

Neodymium Iron Boron (NdFeB) magnets have a high maximum energy product,
(BH)max: The remnant field density is high (1.23T), and the coercive force is also
high (−1000kA/m) at a room temperature (25◦). NdFeB magnets, having a price
merit when the energy density is considered, are widely used in commercial products
including EV motors.

Fig. 14.17 shows the demagnetization curves of a NdFeB magnet. But at higher
temperatures, the demagnetization curve shrinks towards the origin. Further, the
knee point moves up into the second quadrant [13], [1].

H (kA/m)

0

B (T)
1.2

20oC
1. 

0.5

-500-1000

Load line

with stator current

Irreversible

depressed

recoil line

Knee

point

Irreversible

demagnetization

K

P

R

M

Pc

150
oC

Figure 14.17: NdFeB magnet demagnetization at an elevated temperature.

Consider a specific scenario, where a load line meets the demagnetization curve
of 150◦C at P , which is below the knee point, K. If the reversal current is released,
the operation point follows another depressed recoil line. Therefore, the field density
is reduced and the loss is irreversible. That is, a high load current at an elevated
temperature may cause a perpetual damage to the PMs. Therefore, motors should
be designed such that the operation point does not move after a knee point under
various operation environments. Motor heat sources are stator coil Joule loss, iron
core loss, mechanical friction loss, etc. But, an important endangering element is
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the eddy current loss in the PMs induced by field harmonics. Protective measures
to avoid the PM demagnetization include:

1) Increase the PM thickness (height) so that the load line slope, Pc, is
sufficiently high.
2) Balance between the heat loading and the cooling capacity: Select a
proper value of AmJ for a given cooling system, so that the PM tem-
perature does not exceed a predesignated temperature, where Am is the
current loading and J is the coil current density.
3) Reduce the harmonic field components that would cause eddy current
loss on the PMs.

14.3.2 PM Eddy Current Loss due to Harmonic Fields

Although the resistivity of a NdFeB magnet is about 90 times higher than that of
copper, a sizable amount of eddy current can be induced in NdFeB magnets by high
frequency harmonic fields. Since ferrite magnets have very high resistance, they do
not experience eddy current loss. Sources for the field harmonics are [9]-[11]:

a) MMF harmonics
Since the fundamental component of stator winding MMF rotates syn-
chronously with the rotor, it is seen as a DC field to PMs. But, the
stator space harmonic fields rotates asynchronously with the rotor. Re-
call from Section 2.1.3 that 5th and 7th space harmonics rotate at the
rates of −ωe/5 and ωe/7, respectively. Therefore, they are regraded as
AC fields rotating at 1.2ωe and −0.86ωe to the PMs.

b) Slot harmonics
The stator slot openings make a sequence of dents in the air-gap field
density, i.e., a narrow and deep field drop is made at each slot openings
(see Fig. 14.8 (b) or Fig. 14.22 (b)). These abrupt field changes induce
eddy currents on the PMs. The slotting effect intensifies when the slot
openings are large in comparison with air gap height.

c) Current harmonics
The PWM inverters cause current harmonics. An extreme example is the
six-step operation shown in Section 10.1. Among the current harmonics,
the 5th and 7th harmonics are substantial. As shown in (2.25) and (2.26),
the 5th harmonics make a negative sequence, whereas the 7th harmonics
generate a positive sequence (see Exercise 2.2.1). To PMs, both of them
are seen as 6th harmonics that travel six times faster than the electrical
frequency. For example, in the Prius II, a 430Hz AC source is fed to the
8-pole motor when it runs at the maximum speed, 6500 rpm. At this
time, the 6th harmonics is 2580Hz, which is high enough to induce eddy
current on the PMs.
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The space harmonic effects are pronounced more in the concentrated (fractional
slot) winding motors, since they carry even harmonics and subharmonics addition-
ally. In the perspective of reducing the PM heat loading, distributed windings are
better than concentrated windings. In SPMSMs, the PMs are exposed to the air gap,
thus they are under direct influence of high-order harmonic fields. Therefore, the
PMs of SPMSMs are more vulnerable to demagnetization than those of IPMSMs.

As an effort to decrease the eddy current, PMs are segmented into several pieces
and coated with low conductive or non-conductive materials, as shown in Fig. 14.18.
Note that the PMs are segmented along the circumferential direction and that the
circumferential lamination is slightly better than the axial lamination. Also, the
inverter should be controlled so that the current harmonics are low. In some high-
speed application, output filters are utilized to reduce the current harmonics.

Laminated PMs

Rotor

Shaft

Figure 14.18: PM segmentation along the circumferential direction.

14.3.3 Teeth Saturation and PM Demagnetization

If current flows through the stator winding, the air gap field is generated and super-
imposed on the PM rotor field (see Problem 14.2). Consider two-pole periods shown
in Fig. 14.19. Assume that the MMF of the stator winding is perfect sinusoidal.
The PM fields make DC offsets: one upward and the other downward. It should be
noted that the field density is high in the leading edge and low in the tailing edge.
Specifically, the field density at the leading edge is so high that the rotor core and
the stator teeth in that area are saturated. On the other hand, the reverse field
generated by the stator MMF acts against the PM field, so that the resulting field
density at the tailing edge is attenuated significantly.

If the current loading is strong, a partial demagnetization would take place in
the tailing edge especially when the magnet is hot. Fig. 14.20 is a FEM simulation
result showing the effects of stator current. The white area indicates high-field
density region, and the dark area low-field density region. Note that the PM field
is almost nullified by the stator current in the air gap of the tailing edge.
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Figure 14.19: Stator current effect (armature reaction) on the leading and tailing
edges of PM.
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Figure 14.20: FEM results showing the effects of stator current on PMs.

14.4 EV Design Example

The design procedure for a proto-type EV is illustrated in this section. The minimum
battery voltage is assumed to be 270V, and the inverter DC link is connected directly
without a booster converter. Motor continuous power rating is selected to be 30kW.
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Therefore, the maximum phase voltage (rms) is equal to

Va = 270× 2

3
×

√
3

2
× 1√

2
= 110V.

It is the maximum voltage that could be obtained by the space vector PWM in the
linear region. The rated speed is chosen as 3600rpm. At the rated operation point,
the power factor is assumed to be cosϕ = 0.87. Assuming that the efficiency is equal
to η = 0.92, the rated current is obtained as

Ia =
Pe

3Vaη cosϕ
=

30000

3× 110× 0.92× 0.87
= 113.6A. (14.6)

The number of pole pair is selected as 3, i.e., P = 6. A 36-slot stator is chosen.
Thus, the number of slots per pole per phase is equal to q = 36/(3 × 6) = 2. Full
pitch winding is assumed, i.e., the pitch factor is equal to kp = 1. Since q = 2, the
distribution factor is equal to [16]

kd =
sin(2× 30

2 )

2 sin 30
2

= 0.96.

Therefore, the winding factor is given as kw = kd × kp = 0.96.

Table 14.2: Specifications for a prototype EV motor.

No. of poles 6 Battery voltage 270V
Base speed 3600rpm Rated power 30 kW
Rated current 114 A(rms) Max. current 154 A(rms)
Peak torque 165 Nm Rated torque 82 Nm
Back EMF constant ψm = 0.122V/rad

Rotor diameter 142.2 mm Air gap height 0.8 mm
Stack length 135 mm Stator outer diameter 228 mm
No of slots 36 Coolant water

Permanent magnet NdFe (N40SH) Magnet height 3.3 mm

Lq 1.65 mH Saliency ratio,
Lq

Ld
= 2.66

Ld 0.62 mH No. of PM pieces 18

With the synchronous speed ns = ωr/(2π), air gap power, (7.6) becomes

Pgap = mEfIa =
π2

2
kwnsD

2
r lstBmAm. (14.7)

The shaft power is set as Pshaft =
1
ϵPgapη cosϕ, where ϵ = Ef/Va [14]. The peak

air gap field is set to be Bm = 0.8T, ϵ = 1, and the electric loading is selected as
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Am = 60000A/m. Then, it follows that

D2
r lst =

ϵPshaft
π2

2 kwnsBmAmη cosϕ

=
30000

π2

2 × 0.96× 3600
60 × 0.8× 60000× 0.92× 0.87

= 2.75× 10−3. (14.8)

We choose the rotor diameter and the stack length asDr = 0.142m and lst = 0.135m,
respectively. Then D2

r × lst = 2.72× 10−3, which is close to (14.8).
Note that the pole pitch is equal to τp = πDr/P = 0.0744m and that

Φf ≡ 2

π
Bmτplst =

2

π
× 0.8× 0.0744× 0.135 = 5.1× 10−3Wb. (14.9)

Recall from (7.4) that the rms value of the induced voltage is Ef =
√
2πfeNckwΦf ,

where Nc the total number of turns per phase. Thus,

Nc =
Ef√

2πfekwΦf
=

110

4.44× 3600
60 × 3× 0.96× 5.1× 10−3

= 28.1. (14.10)

It should be a multiple of 6; therefore Nc = 24 was chosen. The full pitch winding
is selected for convenience of coil winding and insertion. The motor specifications
are summarized in Table 14.2.

10V

10ms

Figure 14.21: Experimental back EMF waveform at 350rpm.

Fig. 14.21 shows an experimental waveform of the back EMF at 350rpm. It is a
line-to-line voltage. From the plot, the back EMF constant is read ψm = 0.123V/rad
(peak). Fig. 14.22 shows flux lines and the air gap field without stator current. Note
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Figure 14.22: (a) Flux lines and (b) air gap field density without stator current.

from Fig. 14.22 (a) that the rotor has double layer cavities. Double layer cavities
yield larger saliency than single layer cavities [3]. Fig. 14.22 (b) shows the absolute
values of field density. The peak value of the fundamental component is 0.8T.

Fig. 14.23 shows FEM simulation results of torque, current, and power versus
speed. Note that the starting torque is 168 Nm with a boosted current 154 A(rms).
But above 3000rpm, the current magnitude is kept at 102 A(rms). The shaft power
continues to increase until 10000rpm.

Speed (rpm)

Power (kW)

Current (A)

Torque (Nm)

Figure 14.23: Torque, power, current, and current angle versus speed.

Fig. 14.24 shows voltage angle, current angles, and the power factor while the
motor speeds up with the maximum power. Note that the current and power angles
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approaches to each other as the speed increases. The unity power factor is obtained
at 6500rpm. This is because LdI is larger than the PM flux, ψm = 0.123V/rad, i.e.,
LdI = 0.00062× 102×

√
2 = 0.089 < ψm.

Current angle Voltage angle

Power factor x 100

Speed (rpm)

Figure 14.24: Current and voltage angles and power factor along the maximum
power operation.

Fig. 14.25 shows the torque components and the sum. Note that the reluctance
torque components are larger than the magnetic torque throughout the whole field-
weakening range. It is the advantage of IPMSMs that the reluctance torque is gained
along with the field-weakening. Fig. 14.26 shows photos of rotor, stator, and their
assembly.

Speed (rpm)

Torque (sum)

Reluctance

Magnetic

Figure 14.25: Torque components: magnetic torque plus reluctance torque.
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(a) (b)

(c) (d)

Figure 14.26: Photos of a sample motor: (a) rotor after PM insertion, (b) rotor
with shaft, (c) stator core, and (d) their assembly.
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Problems

14.1 Consider the MMF of a concentrated winding shown in Fig. 14.27 when
(ia, ib, ic) = (−1

2 , 1, −
1
2). Show that it has nonzero 2nd-order harmonics.

-1

0

2

MMF

Figure 14.27: MMF of a concentrated winding (Problem 14.1).

14.2 Consider a C-type magnet circuit with a PM in the center, shown in Fig. 14.28.
Let Bm denote the field density, Hm the magnetizing force, Sm the cross-
sectional area, and ℓm the height of the PM. Further, let Sg be the air gap
area, g the air gap height, and Bg the air gap field density.

a) Noting that the permeability of the core is much larger than those of
air and the PM, derive an equation for Bg from Ampere’s law.
b) The permeance coefficient is defined as Pc =

Bm
µ0Hm

. Using approxima-
tion, Sm ≈ Sg, derive a simple expression for the permeance coefficient.
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Bg

Bm

Figure 14.28: A C-type magnet circuit (Problem 14.2).

14.3 Consider Fig. 14.29. The stator current is modeled as a current sheet, Am, on
the stator side, and the PM magnet field directs upward. Let g and hm be air
gap and PM height, respectively.

a) Determine the rotor moving direction.
b) Applying the Ampere’s law along a contour indicated by a solid loop,
determine the air gap field intensity, Hg, as a function of x caused by
the current sheet.

PM

Rotor

Stator

PM field

Current sheet

Figure 14.29: Air gap field profile under current sheet (Problem 14.3).

14.4 Consider the magnet circuit shown in Fig. 14.30. The PM (NdFeB) is assumed
to be N40SH (Br = 1.2T, Hc = −950kA/m). The PM cross-sectional area is
Sm = 10cm2, and its height is 10mm. The air gap area is Sm = 10cm2 and
the air gap height is 1mm.

a) Calculate the air gap field density when Ni = 0.

b) Calculate the air gap field density when Ni = 3000A turn.
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N

S

Figure 14.30: Air gap field density under current loading (Problem 14.4).
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Solutions

Chapter 1

1.1
a) Since ia = 0A, the torque constant is equal to

Kb = Kt =
220V

1000rpm
× 60rpm

2π rad/sec
= 2.1V · sec/rad.

b) At 950rpm,

ia =
220− 950/60 · 2π × 2.1− 1

0.3
= 33.6A

Therefore, Te = Ktia = 70.56Nm. The efficiency is equal to

η =
70.56× 950/60 · 2π

220× 33.6
× 100 = 95%.

1.2
a) Since TL = Te = Ktia, ia = 8/0.4 = 20A. Thus,

ωr =
120− 0.5× 20

0.4
= 275rad/sec.

b) Since TL = Te = Ktia, ia = 8/0.3 = 26.7A. Therefore,

ωr =
120− 0.5× 26.7

0.3
= 355.5rad/sec.

Note that the speed is increased with field reduction.

1.3
a) From ζωn = 1000 and 2ζωn = (ra +Kp)/La,

Kp = 2 · 1000 · 12/1000− 0.5 = 23.5.

401
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Ki can be obtained through simulation.
b)

ω2 = 1000rad/sec.

ωsc =
5

13
ω2 = 385rad/sec.

ω1 =
1

Ti
=
ωsc
5

= 77rad/sec.

Kp = Jωsc = 38.5

c) The (open) loop gain is

G(s) =
ωsc
s

(1 +
ωsc
5 s

)(
1

1 + 5
13ωsc

s
) =

385

s
(1 +

77

s
)(

1

1 + s
1000

)

Gain

0 dB

-20 dB

-40 dB

-40 dB

The magnitude of the loop gain is equal to 1 at ωsc = 385rad/sec. Thus, the phase
margin is ∠G(j385)− (−180◦) = 57.65◦.

1.4
Fig. 1.17 (b) is rearranged as

+

-

Then (1.17) follows straightforwardly.

1.5
Open loop transfer function is H(s) = Kp

1
1+τσs

1
Js = 1/τσ

τσs2+s
. It is necessary to find

ω that satisfies | − τσω
2 + jω| = 1

τσ
. The solution is ω =

√√
5−1
2

1
τσ

= 0.786 1
τσ
.

Therefore,

phase margin = tan−1

(
1

−τσω

)
+ 180o = tan−1

(
1

−0.786

)
+ 180o = 51.8o.
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Damping coefficient, ζ = 0.5, follows form the closed loop transfer

1

τ2σs
2 + τσs+ 1

=
1/τ2σ

s2 + 1/τσs+ 1/τ2σ
.

1.6
Note that y = G

(
−Qd(y −QrĜr) +Qrr

)
+Gd. Therefore,

A(s) =

[
1+ĜQd
1+GQd

GQr
G

1+GQd

1+ĜQd
1+GQd

Qr
−GQd
1+GQd

]

1.7
a) With the artificial delay, the transfer function is calculated as

T̂L(s)

TL(s)

∣∣∣∣∣
Te=0

=
−e−τd s

1 + α s

b) Without the artificial delay, the transfer function is calculated as

T̂L(s)

TL(s)

∣∣∣∣∣
Te=0

=
−e−τds

2 + α s− e−τd s
≈ −1 + τds

1 + (α+ τd)s

c) With the artificial delay, the pole shifts from s = −1/(α+ τd) to s = −1/α. That
is, the phase margin increases with the artificial delay.

Chapter 2

2.1
The function is the odd function and the period is 2τp.

bn =
2

τp

∫ τp

0

NI

2
sin

(
n
π

τp
θ

)
dθ = − 2

nπ

NI

2
cos

(
n
π

τp
θ

)∣∣∣∣τp
0

=
2

nπ

NI

2
(1− cos(nπ))

2.2
Three-phase currents are balanced, i.e., ia + ib + ic = 0 and ic = −vsn/Z = cos(ωt).
Thus,

ia = cos(ωt− 2

3
π) and ib = cos(ωt+

2

3
π).

Since van = Zia + vsn, vbn = Zib + vsn, van and vbn are calculated as

van =
√
3Z sin(ωt− π

3
) and vbn = −

√
3Z sin(ωt+

π

3
).

www.EngineeringEBooksPdf.com



404 AC Motor Control and Electric Vehicle Applications

2.3
(a) See Fig. (a).

fundamental

0

(a) (b)

(b) Refer to Fig. (b).

an =
I

π

∫ 2π

0
MMFsin(nθ)dθ =

I

π

(
−1

n
cosnθ|

2π
3
π
3

+
1

n
cosnθ|2π2π

3

)
=

I

πn

(
1 + cos

nπ

3
− 2 cos

2nπ

3

)
bn =

I

π

∫ 2π

0
MMFcos(nθ)dθ =

I

πn

(
2 sin

2nπ

3
− sin

nπ

3

)
Thus, a2 =

I
2π

3
2 and b2 = − I

2π
3
√
3

2 . Therefore,
√
a22 + b22 =

3I
2π .

Similarly, a4 =
I
4π

3
2 and b4 =

I
4π

3
√
3

2 . Therefore,
√
a24 + b24 =

3I
4π .

2.4

vsd =
2

3
(va −

1

2
vb −

1

2
vc) = va

vsq =
2

3
(

√
3

2
vb −

√
3

2
vc) =

1√
3
(vb − vc)
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2.5

5th order harmonic : ie5 =
1

5
e−j5ωt · e−jωt = 1

5
e−j6ωt

7th order harmonic : ie7 = −1

7
ej7ωt · e−jωt = −1

7
ej6ωt

Common factor : Both of them appear as 6th-order harmonics.
Difference : The 5th-order harmonic rotates in the clockwise direction.

The 7th-order harmonic rotates in the counterclockwise direction.

2.6
For a unitary matrix,U, UUT = UU−1 = I. Thus,

det(UUT ) = det(U) · det(UT ) = det(U) · det(U) = 1

2.7

−1.5 −1 −0.5 0 0.5 1 1.5
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

2.8

ia = I cos(ωt), ib = I cos(ωt− 2π

5
), ic = I cos(ωt− 4π

5
),

id = I cos(ωt+
4π

5
), ie = I cos(ωt+

2π

5
).

MMFsum =MMFa +MMFb +MMFc +MMFd +MMFe =
5NI

4
cos(θ − ωt)
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2.9

f sqf sd
f s0

 =
2

3

 1 −1
2 −1

2

0 −
√
3
2

√
3
2

1√
2

1√
2

1√
2


fafb
fc


feqfed
fe0

 =

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

f sqf sd
f s0


feqfed
fe0

 =
2

3

cos(θ) cos(θ − 2π
3 ) cos(θ − 4π

3 )
sin(θ) sin(θ − 2π

3 ) sin(θ − 4π
3 )

1√
2

1√
2

1√
2

fafb
fc



Chapter 3

3.1

Pm = 15 + 1 = 16kW, s =
ωe − P

2 ωr

ωe
= 0.0288

Pag =
Pm
1− s

= 16.476kW

Copper loss = Pag − Pm = 476W

3.2

Pag = 40kVA× 0.9− 4kW = 32kW

Pm = Pag · (1− s) = 32× 0.97 = 31.04kW

Te =
Pm
ωr

=
31040

2π 873
60

= 339.5Nm.

3.3
a)

sm =
rr√

r2s + ω2
e(Lls + Llr)2

=
0.996√

1.62 + (2π · 60)2(2 · 3.28× 10−3)2
≈ 0.338
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b)

s =
sm
2.5

≈ 0.135

ωr =
2

P
ωe(1− s) ≈ 163 rad/s

I ′r =
Vs√

(rs +
rr
s )

2 + ω2
e(Lls + Llr)2

=
127√

(1.6 + 0.996
0.135)

2 + (2π · 60)2(2 · 3.28× 10−3)2
≈ 13.64A

Te = 3I ′2r
(1− s)rr
sωr

= 3 · 13.642 × (1− 0.135)× 0.996

0.135× 163
= 21.85Nm

c) Note that the voltage over the magnetizing inductor is
√(

rr
s

)2
+ (ωeLlr)

2I ′r.
Thus,

Im =

√(
rr
s

)2
+ (ωeLlr)

2

ωeLm
I ′r ≈ 4.31A

d) Note that Is = I ′r + Im = 17.95A and Teωr/(1− s) = 3 · VsIs cosϕ. Thus,

cosϕ =
Teωr/(1− s)

3 · VsIs
=

21.85× 163/0.865

3× 220√
3
× 17.95

= 0.6.

3.4

Te,rated =
P

2

3rr
sωe

V 2
s

(rs +
rr
s )

2 + ω2
e(Lls + Llr)2

≈ 112.3Nm

Te,start =
P

2

3rr
ωe

V 2
s

(rs + rr)2 + ω2
e(Lls + Llr)2

≈ 49Nm

3.5
a) Is0 =

Vs
ωeLs

= 440/
√
3

377×153×10−3=4.4A.
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0

10

20

30

40

50

60

20 40 60 80 100 120

Rated current

b) σ = 1532

1502
− 1 = 0.0404. Is = Is0/

√
σ = 4.4/0.201 = 21.9A.

c)

ϕ = cos−1

(
1− σ

1 + σ

)
= 22.7◦

3.6

vrms =

√
1

π

∫ π

α
V 2 sin2 ωet d(ωet) =

V√
2π

√
π − α+

sin 2α

2

3.7
The slip at 220V is s = (377 − 2π 1750

60
P
2 )/377 = 0.0277. Then at 250V, the slip is

equal to

s = 0.0277×
(
220

250

)2

= 0.0215.

The speed is equal to ωr =
2
P (1− s)ωe =

1
2 × 0.9723× 377 = 183.3rad/s.

3.8
a) Apparent power is equal to Papp =

√
3 · VLL · Is =

√
3 · 220 · 2 = 762VA. Since the

reactive power is Papp × sinα = 50W, it follows that sin(α) = 0.0656. Therefore,
α = sin−1(0.0656) = 3.76◦.
b) Assume s ≈ 0 and Ir ≈ 0 at no load condition.

rs + jωeLs =
Vs
Is

= 63.5∠3.76 = 63.36 + j4.16.

Thus, Ls = 4.16/(2π × 60) = 11mH.
c) rs = 63.36Ω.
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3.9
a) The apparent power is Papp =

√
3 · VLL · Is =

√
3 · 90 · 7 = 1091.2W. Real power

is Papp cosϕ = 800W. Thus, cosϕ = 0.733, i.e., ϕ = 42.85◦.
b)

Vs
Is

=
90√
3
× 1

7
(cosϕ+ j sinϕ) = 5.442 + j5.048.

c) rr = 5.442− rs = 3.342Ω.
d) (Lls + Llr)× 377 = 5.048. Thus, Lls = Llr = 6.7mH.

Chapter 4

4.1
Since Ẋ(t) = AX(t), it follows that sX(s) = AX(s)− x(0).

Thus, X(s) = (sI−A)−1 x(0), i.e., x(t) = L−1
{
(sI−A)−1

}
x(0). On the other

hand, the solution is x(t) = eAtx(0). Therefore, eAt = L−1
{
(sI−A)−1

}
.

4.2

λeds = Lsi
e
ds + Lmi

e
dr = Lsi

e
ds +

Lm
Lr

λedr −
L2
m

Lr
ieds

ieds =
1

σLs

(
λeds −

Lm
Lr

λedr

)
4.3

pλeds = veds + ωeλ
e
qs − rsi

e
ds = veds + ωeλ

e
qs − rs

1

σLs

(
λeds −

Lm
Lr

λedr

)
= − rs

σLs
λeds + ωeλ

e
qs +

rsLm
σLsLr

λedr + veds

pλeqs = veqs − ωeλ
e
ds − rsi

e
qs = veqs + ωeλ

e
ds − rs

1

σLs

(
λeqs −

Lm
Lr

λeqr

)
= −ωeλeds −

rs
σLs

λeqs +
rsLm
σLsLr

λeqr + veqs

pλedr = ωslλ
e
qr − rri

e
dr = ωslλ

e
qr − rr

1

σLr

(
λedr −

Lm
Ls

λeds

)
=

rrLm
σLsLr

λeds −
rr
σLr

λedr + ωslλ
e
qr

pλeqr = −ωslλedr − rri
e
qr = −ωslλedr − rr

1

σLr

(
λeqr −

Lm
Ls

λeqs

)
=

rrLm
σLsLr

λeqs − ωslλ
e
dr −

rr
σLr

λeqr
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4.4

vsds = rsi
s
ds + Lspi

s
ds + Lmpi

s
dr

pisdr = − 1

Lr

(
Lmpi

s
ds + ωrLmi

s
qs + rri

s
dr + ωrLri

s
qr

)
pisds = − rs

σLs
isds +

1− σ

σ
ωri

s
qs +

Lmrr
σLsLr

isdr +
ωrLm
σLs

isqr +
vsds
σLs

vsqs = rsi
s
qs + Lspi

s
qs + Lmpi

s
qr

pisqr = − 1

Lr

(
ωrLmi

s
ds + pLmi

s
qs − ωrLri

s
dr + rri

s
qr

)
pisqs = −1− σ

σ
ωri

s
ds −

rs
σLs

isqs −
ωrLm
σLs

isdr +
Lmrr
σLsLr

isqr +
vsqs
σLs

0 = pLmi
s
ds + ωrLmi

s
qs + rri

s
dr + pLri

s
dr + ωrLri

s
qr

pisds = − 1

Ls
(rsi

s
ds + pLmi

s
dr) +

vsds
Ls

pisdr =
Lm

σLrLs
rsi

s
ds −

ωrLm
σLr

isqs −
rr
σLr

isdr −
ωr
σ
isqr −

Lm
σLrLs

vsds

0 = −ωrLmisds + pLmi
s
qs − ωrLri

s
dr + rri

s
qr + pLri

s
qr

pisqs = − 1

Ls

(
rsi

s
qs + pLmi

s
qr

)
+
vsqs
Ls

pisqr =
ωrLm
σLr

isds +
Lm

σLrLs
rsi

s
qs +

ωr
σ
isdr −

rr
σLr

isqr −
Lm

σLrLs
vsqs

4.5
a) In the rotor field orientation, λqr = 0.

0 =
rs
s
iedr − ωeλqr ⇒ iedr = 0

λqr = Lmi
e
qs + Lri

e
qr ⇒ Lmi

e
qs + Lri

e
qr = 0

b) From the results of a), ieqr = −Lm
Lr
ieqs.

λeqs = Lsi
e
qs + Lmi

e
qr = Lsi

e
qs +

L2
m

Lr
ieqs = σLsi

e
qs

Using iedr = 0,

λeds = Lsi
e
ds + Lmi

e
dr = Lsi

e
ds = σLsi

e
ds +

L2
m

Lr
ieds
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c) Using b),

Vdqs = rsIdqs + jωeΛdqs

= rsIdqs + jωe

(
σLs +

L2
m

Lr
ieds + jσLsi

e
qs

)
= (rs + jωeσLs) Idqs + jωe

L2
m

Lr
ieds

Using iedr = 0,

0 =
rr
s
Idqr + jωeΛdqr =

rr
s
ieqr + jωeLmi

e
ds

d) See Fig. 4.5 (a).

4.6
i) Substituting iedr =

λeds−Lsieds
Lm

and ieqr =
λeqs−Lsieqs

Lm
into (4.58), then the result follows.

ii)

Te =
P

2
· 3
2
Lm
(
ieqsi

e
dr − iedsi

e
qr

)
=

P

2
· 3
2

Lm
LsLr

(
Lsi

e
qsLri

e
dr − Lsi

e
dsLri

e
qr

)
=

P

2
· 3
2

Lm
LsLr

(
(λeqs − Lmi

e
qr)(λ

e
dr − Lmi

e
ds)− (λeds − Lmi

e
dr)(λ

e
qr − Lmi

e
qs)
)

=
P

2
· 3
2

Lm
LsLr

((λeqsλ
e
dr − λedsλ

e
qr)− L2

m(i
e
qsi

e
dr − iedsi

e
qr) + Lm(λ

e
dsi

e
qs − λeqsi

e
ds)

+Lm(λ
e
qri

e
dr − λedri

e
qr))

=
P

2
· 3
2

Lm
LsLr

((λeqsλ
e
dr − λedsλ

e
qr)−

4Te
3P

Lm +
4Te
3P

Lm +
4Te
3P

Lm)

=
P

2
· 3
2

Lm
LsLr

(λeqsλ
e
dr − λedsλ

e
qr) +

L2
m

LsLr
· Te

Therefore, the result follows.

Chapter 5

5.1
a)

√
3 · VLLIs cosϕ · η = 7460W. Thus, Is =

7460√
3×220×0.84×0.86

= 27.1A.

b) ieqs =
√
I2s − ieds

2 =
√
27.12 − 102 = 25.2A.

c) ieqr = −Lm
Lr
ieqs = −24.5A and λedr = Lmi

e
ds = 0.38Wb.
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d) From (5.16), s = 1
ωe

· rrLr
· Lm
λdr
ieqs = 0.02.

e) Te =
3P
4 · Lm

Lr
· λedrieqs = 42.3Nm.

5.2
a)

∆θe =

∫
(ωsl − ωsl)dt =

Lm
λedr

∫ (
i
e
qs

τrn
−
ieqs
τr

)
dt.

b)

i
e
dqs − iedqs = (ejθe − ejθe)isdqs = (ej∆θe − 1)iedqs ≈ (1 + j∆θe − 1)iedqs.

c)
If τr < τrn, then ∆θe < 0. Thus, ∆iedqs = e−j

π
2 |∆θ|iedqs, which implies a reduction in

q-axis current. That is, negative angle error enforces torque reduction. As a result,
the field-oriented control disallows successive torque increase.

If τr > τrn, then ∆θe > 0. Thus, ∆iedqs = ej
π
2 |∆θ|iedqs, which implies an increase

in q-axis current. That is, positive angle error assists torque production. As a result,
the field-oriented control disallows successive torque decrease.

5.3
Note that iedr =

1
Lm

(λeds − Lsi
e
ds) follows from λeds = Lsi

e
ds + Lmi

e
dr.

λedr = Lri
e
dr + Lmi

e
ds =

Lr
Lm

(λeds − Lsi
e
ds) + Lmi

e
ds =

Lr
Lm

(λeds − σLsi
e
ds)
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5.4
a) Note that ieds = 1

Ls
(λeds + στrLsi

e
qsωsl). Substituting ieds into (5.28), it follows

that

ω2
sl −

(1− σ)λeds
σ2Lsτrieqs

ωsl +
1

(στr)2
= 0

b) The discriminant should satisfy:

D =

(
(1− σ)λeds
σ2Lsτrieqs

)2

− 4
1

(στr)2
= λeds

2 −
(
2σLsi

e
qs

1− σ

)2

≥ 0.

Therefore, the stator current should satisfy

ie 2qs ≤
(
λeds
2Ls

(
1

σ
− 1)

)2

.

c) Substituting ieqs =
4
3P

Te
λeds

into the result of b), it follows that

Te

λeds
2 ≤ 3P

8Ls

(
1

σ
− 1

)
.

5.5
Since

(
ωeσLsi

e
qs

)2
+ (ωeLsi

e
ds)

2 = V 2
max, we have

ieqs =

√
Vmax

2 − (ωeLsIs)
2

ω2
eL

2
s (σ

2 − 1)
= 21.928A

ieds =
√
Is

2 − ieqs
2 = 7.87736A

Te =
3

4
P
L2
m

Lr
iedsi

e
qs = 31.32Nm

5.6
Derivation of (5.47):

∆ ˙̂x = (A(ωr)−GC)∆x+∆ωr

[
Lm

σLrLs
J

−J

]
λ̂edqr

˙p(t) = − (A(t)−GC)T P(t)−P(t) (A(t)−GC) +Q(t)

V = ∆xTP(t)∆x+
1

2γ
∆ω2

r
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V̇ = ∆xTP(t)∆ẋ+∆ẋTP(t)∆x+∆xT Ṗ(t)∆x+
∆ωr∆ω̇r

γ

= ∆xTP
(
(A−GC)∆x+∆ωr

[
Lm

σLrLs
J

−J

]
λ̂edqr

)
+
(
(A−GC)∆x+∆ωr

[
Lm

σLrLs
J

−J

]
λ̂edqr

)T
P(t)∆x

+∆xT
(
− (A−GC)T P−P (A−GC) +Q

)
∆x− 1

γ
∆ωr ˙̂ωr

= ∆xTQ∆x+ 2∆ωr∆xTP

[
Lm

σLrLs
J

−J

]
λ̂edqr −

1

γ
∆ωr ˙̂ωr

Derivation of (5.49):

˙̂ωr = 2γ∆xTP

[
Lm

σLrLs
J

−J

]
λ̂edqr

= 2γ
[
∆ieds ∆ieqs 0 0

] 
0 Lm

σLrLs

− Lm
σLrLs

0

0 −1
1 0

[ λedrλeqr

]

= 2γ
Lm

σLrLs

(
∆iedsλ

e
qr −∆ieqsλ

e
dr

)
= γ′

(
∆iedsλ

e
qr −∆ieqsλ

e
dr

)

Chapter 6

6.1
We have

Te = −
∂Wfld

∂θ
=

µ0πDL

2g
·MMFs ·MMFr · sin θ.

6.2
Since Lls = 0 and ib = ic = 0, it follows that

λas = (Lms − Lδ cos 2θr) · ias.

The maximum and minimum values of λa are 0.106Wb and 0.065Wb, respectively.
Therefore, Lms =

0.106+0.065
2×40 = 2.14mH and Lδ =

0.106−0.065
2×40 = 0.5mH. Hence,

Ld =
3

2
(Lms − Lδ) = 2.46mH

Lq =
3

2
(Lms + Lδ) = 3.96mH.
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6.3
a) Note that the back EMF is equal to

ωeψm

 sinωet
sin(ωet− 2π

3 )
sin(ωet+

2π
3 )


Since the number of poles is 4,

ψm =
220

2π × 4
2 × 6000

60

= 0.175 Wb.

b)

Vs =
√

(ωeψm + ωeLdi
e
d)

2 + (ωeLeqi
e
q)

2 =
√

(220− 9.95)2 + (108.33)2

= 236.36 V.

220

108

-9.95

236.36 27.3
o

Vs

Is

c)

Te =
3P

4
(ψmi

e
q − (Lq − Ld)i

e
di
e
q)

=
3× 6

4
(0.175× 37.5− (2.3− 1.2)× 10−3 × (−6.6)× 37.5) = 30.8Nm.

d) Voltage angle = tan−1( 108.33
220−9.95) = 27.29◦,

Current angle = tan−1( 6.6
37.5) = 9.98◦,

Power factor = cos(27.29◦ − 9.98◦) = 0.955.

6.4
(a) Ld = Lq, (b) Ld < Lq, (c) Ld < Lq, (d) Ld < Lq.

Chapter 7

7.1
Te =

36000
3000/60×2π = 114.6Nm. Since Te = kwBmAmVol, it follows that

lst =
114.6(Nm)

0.96× 0.8(T)× 55000(A/m)× π/4× 0.112(m2)
= 0.285m.
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7.2

[Nm]

Magnetic Torque

Total Torque

Reluctance Torque

[rpm]
Speed

7.3
Let L(ied, i

e
q) =

3P
4 (ψmi

e
q + Ld(1− ξ)iedi

e
q) + µ1(ξi

e
q
2 + ied

2 + iedif ). Then,

∂L

∂ied
=

3P

4
(Ld(1− ξ)ieq) + µ1(2i

e
d + if ) = 0

∂L

∂ieq
=

3P

4
Ld(if + (1− ξ)ied) + 2µ1ξi

e
q = 0.

Then substituting µ1 =
− 3P

4
Ld(1−ξ)ieq
2ied+if

into ∂L
∂ieq

= 0, we obtain

if + (1− ξ)ied −
2ξieq

2(1− ξ)

2ied + if
= 0.

Utilizing ∂L
∂µ = ξieq

2 + ied(i
e
d + if ) = 0, we obtain a second-order equation for ied:

4(1− ξ)ied
2 + (2 + 3(1− ξ))iedif + i2f = 0.
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Then, the solutions are

ied =
−(2 + 3(1− ξ)) +

√
9(1− ξ)2 − 4(1− ξ) + 4

8(1− ξ)
× if

ieq =

√
−ied(ied + if )

ξ

Te =
3P

4
(ψmi

e
q − (Lq − Ld)i

e
di
e
q)

ξ =
Lq
Ld

= 2.03, if =
ψm
Ld

= 31.08A.

ied = −20A, ieq = 10.45A.

Te = 7.42Nm.

7.4

ξ =
0.0062

0.00305
= 2.03

ψb =
√

(ψm + Ldidb)2 + (Lqiqb)2 = 0.21Wb.

Vb = ωbψb =
2600

60
× 2π × 6

2
× 0.21 = 171.53V.

Ldn =
ωbLdIb
Vb

=
816.8× 0.00305× 40

171.53
= 0.581

Lqn =
ωbLqIb
Vb

=
816.8× 0.0062× 40

171.53
= 1.181

ψn =
ψm
ψb

=
0.0948

0.21
= 0.451.

Vdn = −ωnξLdniqn = −1.18ωniqn

Vqn = ωnLdniqn + ωnψn = 0.581ωnidn + 0.451ωn

Tn = 0.451iqn − 0.6idniqn
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7.5
a)

ξ =
0.0035

0.001
= 3.5

Ib = 500A

ψb =
√

(ψm + Ldidb)2 + (Lqiqb)2 = 0.137Wb.

Vb = ωbψb =
2600

60
× 2π × 8

2
× 0.137 = 149V.

Ldn =
ωbLdIb
Vb

=
1089× 0.0001× 500

149
= 0.365

ψn =
ψm
ψb

=
0.052

0.137
= 0.38.

Vdn = −ωnξLdniqn = −1.278ωniqn

Vqn = ωnLdnidn + ωnψn = 0.365ωnidn + 0.38ωn

Tn = 0.38iqn − 0.913idniqn

b)

V 2
dn + V 2

qn = (1.278× 388

500
)2 + (0.38− 0.365× 314

500
)2 = 1

c)

ωcn =
1

ψn − Ldn
=

1

0.38− 0.365
= 66.67

ωc = 66.67× 2600 = 173, 342rpm.

Chapter 8

8.1
(a) The flux through the loop area 4xy is equal to Φxy = −4xyB(t). Then, the EMF
around the loop is

v = −dΦxy
dt

=
4L

W/N
x2
dB

dt
.

(b) The resistance of the loop is

rx =
4y

σDdx
=

4

σD

L

W/N

x

dx
.
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(c) The dissipated power in each incremental loop is equal to

dPxy =

(
4L

W/N
x2
dB

dt

)2 1

rx
=

4σLD

W/N
x3dx

(
dB

dt

)2

.

(d) The power loss in each sheet is then found by integrating dPxy:

Psheet =

∫ W
2N

0
dPxy =

∫ W
2N

0

4σLD

W/N
x3dx

(
dB

dt

)2

=
LσDW 3

16N3

(
dB

dt

)2

(e) The total eddy current loss of the stack is equal to

Pst = N × Psheet =
π2σLDW 3

4N2
f2B2

m cos2(2πft).

(f) The average value of cos2(2πft) is equal to 1
2 . Therefore, the average eddy

current loss is equal to

Ped =
π2σLDW 3

8N2
f2B2

m.

8.2
Substituting ie2ds + ie2qs = I2max into (5.34), it follows that

ie2ds =
1

σ2 − 1

(
σ2I2max −

(
Vmax
ωps Ls

)2
)

and ie2qs =
1

σ2 − 1

((
Vmax
ωps Ls

)2

− I2max

)
.

Note from (5.36) that (
Vmax
ωps Ls

)4

= 4σ2ie2dsi
e2
qs

Replacing ie2ds and i
e2
qs, it follows that

ω4
ps

(
4(LsσImax)

4
)
− ω2

ps

(
4(LsσVmaxImax)

2(σ2 + 1)
)
+ V 4

max(σ
2 + 1)2 = 0

Using the quadratic formula, the solution is obtained.

8.3
Note that Tm2 = Kti

e
dsi

e
qs. Substituting ie2ds and ie2qs by the solutions obtained in

(8.2), the result follows.
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Chapter 9

9.1
Note that

η(x̂) = x̂− x+ x− Ls

[
isd
isq

]
= x̃+ ψm

[
cos θe(t)
sin θe(t)

]
.

Therefore,

˙̃x =
γ

2
η(x̂)[ψ2

m − ∥η(x̂)∥2]

=
γ

2

(
x̃+ ψm

[
cos θe(t)
sin θe(t)

])(
ψ2
m −

∥∥∥∥[ x̃1 + ψm cos θe(t)
x̃2 + ψm sin θe(t)

]∥∥∥∥2
)

= −γ
(
x̃+ ψm

[
cos θe(t)
sin θe(t)

])(
1

2
∥x̃∥2 + ψmx̃1 cos θe(t) + ψmx̃2 sin θe(t)

)

9.2
The solution is omitted.

9.3
Let m(t) =

∫ t
0 e

(As−KC)(t−τ)bs(τ)p̂(τ)dτ . Then, an equivalent expression for m(t)
is

ṁ(t) = (As −KC)m(t) + bs(t)p̂(t).

Thus,

ε̇(t) = −β̇(t)p̂(t)− β(t) ˙̂p(t) + (As −KC)m(t) + bs(t)p̂(t)

= (As −KC)
(
m(t)− β(t)p̂(t)

)
− β(t) ˙̂p(t)

= (As −KC)ε(t)−
(∫ t

0
e(As−KC)(t−τ)bs(τ)dτ

)
˙̂p(t) .

9.4

vedq = eJ(θe−θe) [(rs + pLd)I− ωeLqJ] e
−J(θe−θe)i

e
dq + eJ(θe−θe)ζ

= eJ(θe−θe)
[
rs + pLd −ωeLq
ωeLq rs + pLd

] [
cos(θe − θe) − sin(θe − θe)

sin(θe − θe) cos(θe − θe)

] [
i
e
d

i
e
q

]
+

[
cos(θe − θe) sin(θe − θe)

− sin(θe − θe) cos(θe − θe)

] [
0
Eex

]
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= eJ(θe−θe)
[
rs −ωeLq
ωeLq rs

] [
cos(θe − θe) − sin(θe − θe)

sin(θe − θe) cos(θe − θe)

] [
i
e
d

i
e
q

]
+ eJ(θe−θe)

[
pLd 0
0 pLd

] [
cos(θe − θe) − sin(θe − θe)

sin(θe − θe) cos(θe − θe)

] [
i
e
d

i
e
q

]
+ Eex

[
sin(θe − θe)

cos(θe − θe)

]
=

[
rs −ωeLq
ωeLq rs

] [
i
e
d

i
e
q

]
+ Eex

[
sin(θe − θe)

cos(θe − θe)

]
+ (ωe − ωe)Lde

J(θe−θe)
[
− sin(θe − θe) − cos(θe − θe)

cos(θe − θe) − sin(θe − θe)

] [
i
e
d

i
e
q

]
+ Lde

J(θe−θe)
[
cos(θe − θe) − sin(θe − θe)

sin(θe − θe) cos(θe − θe)

] [
pi
e
d

pi
e
q

]
=

[
rs −ωeLq
ωeLq rs

] [
i
e
d

i
e
q

]
+ Eex

[
sin(θe − θe)

cos(θe − θe)

]
+

[
0 −(ωe − ωe)Ld

(ωe − ωe)Ld 0

] [
i
e
d

i
e
q

]
+

[
pLd 0
0 pLd

] [
i
e
d

i
e
q

]
=

[
rs + pLd −ωeLq
ωeLq rs + pLd

] [
i
e
d

i
e
q

]
+ Eex

[
sin(θe − θe)

cos(θe − θe)

]
+ (ωe − ωe)Ld

[
−ieq
i
e
d

]
.

9.5

eJ∆θe
[
pLd 0
0 pLq

]
e−J∆θei

e
dq

=

[
cos∆θe sin∆θe
− sin∆θe cos∆θe

] [
pLd 0
0 pLq

] [
cos∆θe − sin∆θe
sin∆θe cos∆θe

] [
i
e
d

i
e
q

]
= ∆ωe

[
cos∆θe sin∆θe
− sin∆θe cos∆θe

] [
−Ld sin∆θe −Ld cos∆θe
Lq cos∆θe −Lq sin∆θe

] [
i
e
d

i
e
q

]
+

[
cos∆θe sin∆θe
− sin∆θe cos∆θe

] [
Ld cos∆θe −Ld sin∆θe
Lq sin∆θe Lq cos∆θe

] [
pi
e
d

pi
e
q

]
= ∆ωe

[
(Lq − Ld) sin∆θe cos∆θe −(Ld cos

2∆θe + Lq sin
2∆θe)

Lq cos
2∆θe + Ld sin

2∆θe (Ld − Lq) sin∆θe cos∆θe

] [
i
e
d

i
e
q

]
+

[
Ld cos

2∆θe + Lq sin
2∆θe (Lq − Ld) sin∆θe cos∆θe

(Lq − Ld) sin∆θe cos∆θe Lq cos
2∆θe + Ld sin

2∆θe

] [
pi
e
d

pi
e
q

]

www.EngineeringEBooksPdf.com



422 AC Motor Control and Electric Vehicle Applications

= (ωe − ωe)

[
Lq−Ld

2 sin 2∆θe −Lq+Ld

2 +
Lq−Ld

2 cos 2∆θe
Lq+Ld

2 +
Lq−Ld

2 cos 2∆θe −Lq−Ld

2 sin 2∆θe

] [
i
e
d

i
e
q

]

+

[
Lq+Ld

2 − Lq−Ld

2 cos 2∆θe
Lq−Ld

2 sin 2∆θe
Lq−Ld

2 sin 2∆θe
Lq+Ld

2 +
Lq−Ld

2 cos 2∆θe

] [
pi
e
d

pi
e
q

]
= (ωe − ωe)

[
Ldf sin 2∆θe −Lav + Ldf cos 2∆θe

Lav + Ldf cos 2∆θe −Ldf sin 2∆θe

] [
i
e
d

i
e
q

]
+

[
Lav − Ldf cos 2∆θe Ldf sin 2∆θe

Ldf sin 2∆θe Lav + Ldf cos 2∆θe

] [
pi
e
d

pi
e
q

]
.

9.6
(a)

det(Z(s)) = (rs + Lαs)(rs + Lβs)− L2
γs

2

= r2s + rs(Lα + Lβ)s+ (LαLβ − L2
γ)s

2(
∵ LαLβ − L2

γ = LdLq, Lα + Lβ = Ld + Lq
)

= r2s + rs(Ld + Lq)s+ LdLqs
2

= (Lds+ rs)(Lqs+ rs).

Thus,

Z−1(s) =
1

(Lds+ rs)(Lqs+ rs)

[
rs + Lβs −Lγs
−Lγs rs + Lαs

]
.

(b) [
∆id(s)
∆iq(s)

]
=

1

(Lds+ rs)(Lqs+ rs)

[
rs + Lβs −Lγs
−Lγs rs + Lαs

] [Vp
s
0

]
=

Vp
(Lds+ rs)(Lqs+ rs)

[
rs
s + Lβ
−Lγ

]
.

∆id(s) =
−VpLd

2rs
(1 + cos 2∆θe)

Lds+ rs
+

−VpLq

2rs
(1− cos 2∆θe)

Lqs+ rs
+
Vp
rss

,

∆iq(s) =

VpLd

2rs
sin 2∆θe

Lds+ rs
+

−VpLq

2rs
sin 2∆θe

Lqs+ rs
,

∆id(Tp) =
Vp
rs

[
1− 1

2

(
e−(rs/Lq)Tp + e−(rs/Ld)Tp

)
+
1

2

(
e−(rs/Lq)Tp − e−(rs/Ld)Tp

)
cos 2∆θe

]
,

∆iq(Tp) = − Vp
2rs

[
e−(rs/Lq)Tp − e−(rs/Ld)Tp

]
sin 2∆θe.
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Chapter 10

10.1
vas[5]/vas[1] = 1/5 and vas[7]/vas[1] = 1/7.

10.2
vsd = 100 cos(π6 ) = 50×

√
3V and vsq = 100 sin(π6 ) = 50V. According to (10.14),[

T1
T2

]
=

√
3× 125(µs)

300V

[√
3
2 −1

2
0 1

] [
50

√
3

50

]
=

[
36
36

]
(µs). (14.11)

T0 = 125− 72 = 53µs.

10.3

N

N

N

10.4

∆V

V
= −

2
125 × 300

10
= −0.48

∆V

V
= −

2
125 × 300

100
= −0.048.

Therefore, the relative voltage error is large when the output voltage is small.

10.5
For Nf = 10, 3.33 pulses are in 20ms. But, the fractional part (0.33 pulse) is not
counted. Hence, ∆Nf/Nf = 0.33/3.33 = 0.099.
Similarly, 33.33 pulses are in 20 ms for Nf = 100. ∆Nf/Nf = 0.33/33.33 = 0.0099.
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10.6
When E sin(ωrst) and E cos(ωrst) are applied to the resolver, the output is calculated
as

E cos(ωrst) cos θr + E sin(ωrst) sin θr = E cos(ωrst− θr)

Chapter 11

11.1
a) We need to use Vx(t) =

K2
K1

tanh (K1K2t).

Note that K1 =
√

1.225×1.5×0.35
2400 = 0.01637 and K2 =

√
4000
1200 = 1.826.

Thus, we have

tanh(0.0299t) = 0.00896× 100000

3600
= 0.249.

Therefore t = 8.5s.
b) max Vx = K2

K1
= 111.5m/s = 400.8km/h.

c)

mv
dVx
dt

= mv
d(Vx + 10)

dt
= −ρAFCd

2
(Vx + 10)2 + Fx.

ln
|(Vx + 10)−K2/K1|
|(Vx + 10) +K2/K1|

− ln
|10−K2/K1|
|10 +K2/K1|

= −2K1K2t.

Vx(t) + 10 =
K2

K1
tanh (K1K2t+ 0.09) .

Thus,

tanh(0.0299t+ 0.09) = 0.00896×
(
100000

3600
+ 10

)
= 0.338.

Therefore t = 8.76s.

11.2

s(t) =

∫ t

0
Vx(τ)dτ =

∫ t

0

K2

K1
tanh(K1K2τ)dτ =

1

K2
1

ln[cosh(K1K2t)]

s(8.5) = 117.5m.

11.3

Vx =
6400
60 × 2π × 0.29

4.1
× 0.9 = 42.66m/s = 154km/h

11.4
a) α = tan−1(0.1) = 5.71◦
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The tire rolling resistance:

Froll = frmvg cosα = 0.009× 1350× 9.8× cos 5.71◦ = 118.5N.

The gravity:
mvg sinα = 1350× 9.8× sin 5.71◦ = 1316.5N.

The inertial force:

mv
dVx
dt

= 1350× (32000/3600)× (1/7) = 1714.3N for 0 ≤ t < 7;

mv
dVx
dt

= 1350× (−32000/3600)× (1/5) = −2400N for 15 ≤ t < 20.

Time Rolling Gravity Inertial Sum Power
resistance force

[0, 7) 118.5 1316.5 1714.3 3149.3 3149.3× 1.27t

[7, 15) 118.5 1316.5 0 1435 1435× 8.89

[15, 20) 118.5 1316.5 -2400 -965 −965× (8.89− 1.788t)

b)

0 7 15 20

12.8

27.9

Time (sec)

P
o
w

e
r 

(k
W

)

-8.6

c) The motor speed is equal to

8.89

0.29× 0.9
× 4.1× 60

2π
= 1334rpm.

The motor torque is equal to

Te =
Fxrw
gdrηdr

=
1435× 0.29

4.1× 0.95
= 107Nm.

11.5
a) Note that Fx = Teηdrgdr

/
rw = 250 × 0.95 × 4.1/0.29 = 3358N. Since Fx =

mvg sinα at launching,

α = sin−1

(
3358

1500× 9.8

)
= 13.2◦ ⇒ grade = tanα× 100 = 23.5%

www.EngineeringEBooksPdf.com



426 AC Motor Control and Electric Vehicle Applications

b) The motor base speed is

ωr =
Pe
Te

=
55000

250
= 220rad/sec = 2100rpm.

c)

Vx =
ωr
gdr

rw(1− sx) =
220

4.1
× 0.29× (1− 0.1) = 14m/s = 50.4km/h.

11.6
a) Wheel shaft speed is

ωw =
Vx

rw(1− sx)
=

60000

3600× 0.35× 0.85
= 56rad/sec.

b) The motor speed is 785 rad/sec. The gear ratio is gdr =
ωr
ωw

= 785
56 = 14.

c) The motor power is

Pe = FxVx
1

ηf
= 4000× 60000

3600
× 1

0.8
= 83333W.

d) The rated torque at the base speed, ωr = 376.8rad/s is

Te =
Pe
ωr

=
83333

376.8
= 221.2Nm.

e) At the launching, Fx = Froll +mvg sinα. Thus,

sin−1

(
330×14
0.35 − 4500× 9.8× 0.01

4500× 9.8

)
= 16.9◦ ⇒ grade = tan(16.9◦)× 100 = 17.4%

11.7 The solution is omitted.

Chapter 12

12.1

Tr = Tc − Ts

Tcωc = (Tc − Ts)ωr + Tsωs

Tc =
ωs − ωr
ωc − ωr

Ts =
ωs − ωr

1
kp+1ωs +

kp
kp+1ωr − ωr

Ts = (kp + 1)Ts

Tr = Tc − Ts = Tc −
1

kp + 1
Tc =

kp
kp + 1

Tc.

12.2
For the sun

Tsun − (Jmg1 + Jsun)ω̇s = Ts.
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For the ring

Tring − (Jmg2 + Jring)ω̇r = (Tw + Jvhω̇v)gdr − Te.

12.3
a) The speed of engine has to move at ωc = 1750 × 2π

60 = 183.2rad/sec. The corre-
sponding generator speed is

ωs = (kp + 1)ωc − kpωr = 3.6× 183.2− 2.6× 280 = −68.48rad/sec.

b) The generator torque is

Ts =
Tc

kp + 1
=

82

3.6
= 22.78Nm.

Therefore, the generator power is

Ps = Tsωs = 22.78× (−68.48) = −1560 W.

12.4
a)

ωr = gdrωw = gdr
Vx

(1− sx)rw
= 4.1× 80000

3600
× 1

0.9× 0.29
= 349rad/sec.

b) Since the engine speed is 150 rad/sec, it follows from the level diagram that

ωs = 3.6ωc − 2.6ωr = 3.6× 150− 2.6× 349 = −367.4(rad/sec).

c) The engine power is Pen = Ten×ωen = 84×150 = 12600W. The generator torque
is Ts = 84/3.6 = 23.33Nm. Thus, the generator power is Ps = −23.33 × 367.4 =
8571W. the rest Pr = 12600 − 8571 = 4029W is transmitted through the mechani-
cal path. The vehicle power is equal to Px = (80000/3600) × 270 = 6000W. Since
the drive-line efficiency is ηf = 0.82, power at the upstream of the drive-line is
6000/0.82 = 7317W. Therefore, Pe = 7317 − 4029 = 3288(W) should be provided
from the electrical path (motor).
d) Considering the efficiencies of M/Gs and inverters, the electrical power transmit-
ted from the generator to the DC link is 8571 × 0.92 × 0.97 = 7649(W). However,
3288/(0.97×0.92) = 3684W should go to the motor. Therefore, the battery charging
power is equal to Pbat = 7649− 3684 = 3965W.
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Generator Engine Motor

(Sun) (Carrier) (Ring)

(rpm)60004000

(Nm)

100

200

300

400

Motor  torque

20000(rpm)1000 30002000 4000

20

(Nm)

40

60

80

100

Engine torque

500 g/kWh

400
350

300

270

250
240

230

235

0

(rpm)
-2000-4000

(Nm)

-40

0

40

80

Generator  torque

-6000 0

-80

(b)

(c) (d) (e)

349150

-367.4

(a)

M/G2

Inverter 2Inverter 1

Battery

Wheel

Motor

FD

(3332, 9.42)

(-3508,23)

(1432, 84)

12.6

S

C

M/G1ICE

Gen.

3684

12.5
The engine power is Pen = Tenωen = 60×3400× 2π

60 = 21352W. The electrical power
at the DC link side is 21352 × 0.97 × 0.92 = 19054W. The battery charging power
is Pbat = 19054− 15000 = 4054W. Therefore, the charging current is
Ibat =

Pbat
Vbat

= 4054
307 = 13A.

Chapter 13

13.1
1.66×3.8
0.046 = 137Wh/kg.

13.2
a) 3.3× 25 = 82.5Wh.
b) 82.5

0.9 = 91.7Wh/kg.
c) Since the battery delivers 25Ah during 1 hour (at 1C rate), the current at 1 C rate
is 25A. Therefore, 48C rate means that the discharging current is 48× 25 = 1200A.
Hence, the specific power at 48C rate is 1200× 2.4 = 2880W.
d) 2.4×22 = 52.8Wh. The battery ohmic loss increases with current density, i.e., the
ion conductance rate decreases. Further, the concentration loss also takes place at
a very high discharging current. Refer to the polarization curve shown in Fig. 13.2.
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13.3
Using the Peukert’s equation, it follows that

log10Ck = log10 10 + n log10 15 = 1 + n log10 15

log10Ck = log10 1 + n log10 100 = 2n

Therefore, n = 1.2137 and log10Ck = 2.4275. Thus, Ck = 267.6. Since 267.6 =
tcut200

1.2137, tcut = 0.43h.

13.4
a)-3), b)-4), c)-2), d)-1).

13.5

D
ri
v
in

g
 r

a
n

g
e

 (
k
m

)

Battery weight (capacity)

(kg)
(kwh)

13.6
a) Electrolyte is highly viscous and may be freezed. The reaction rate is low at low
temperatures.
b) Self discharge rate is high. Cell structure changes. Electrolyte is unstable.
c) Excess charging current may results in electrolysis of the electrolyte, producing
gaseous oxygen. The pressure build up leads to leakage of gas and electrolyte.
d) Silicon takes up lithium with the volume increase (as many as four times). Thus,
during the charge, a great mechanical strain is exerted on the brittle material, so
that silicon anodes tend to crack only after a few cycles.
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Chapter 14

14.1
1

π

∫ π

−π
(MMF) cos 2θ dθ =

3
√
3

2π
̸= 0.

14.2
a) Bg = µ0Hm

ℓm
g .

b)

Pc =
SmBm
Smµ0Hm

=
SgBg

Smµ0Hm
=

SgBg
Smµ0Hg(g/ℓm)

≈ ℓm
g
.

14.3
a) To the left.
b) ∮

C
H · ds = 2Hg(δ + hm) = 2Amx ,

Then, the resulting field intensity by the current sheet is a function of x:

Hg =
Am

δ + hm
x.

14.4
a) The Bm−µ0Hm curve is a straight line of 45◦ degree in the second quadrant. Note
that Pc = ℓm/g = 10. From the the intersection between Pc and the demagnetization
curve, Bg = 1.2− 1.2/11 = 1.09T.
b) The load line is shifted to the left by −3000/0.011 = −273kA/m. The solution
is obtained from the intersection of the two curves: y = x + 1.2 and y = −10(x +
273/950). The solution is Bg = 0.83T.
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3rd-order harmonics
sinusoidal PWM, 276
space vector PWM, 281

acceleration, 300
ACEA, 351
aerodynamic drag, 296
air gap power, 61, 166
all electrical range (AER), 361
approximate model, 247
arm shorting, 270

back EMF constant, 3
bang-bang controller, 261
battery

discharge characteristics, 356
high energy, 354
high-power, 354
overcharge, 358

battery electric vehicle, 362
BEV, 351
BLDC, 133
blended mode, 366
brake specific fuel consumption, 317
breakdown torque, 65
brush, 1
BSFC, 317

Charge-depleting (CD) mode, 366
Charge-sustaining (CS) mode, 366
circle diagram, 71
coercive force, 388
commutator, 1
complementary sensitivity function, 24
constant power

IM, 121

constant power speed

IM, 121

PMSM, 168

constant torque

IM, 119

PMSM, 165

control

PMSM, 156

coordinate change, 42

critical speed, 189

current angle, 172

current control

DC motor, 9

current density, 167

current displacement, 73, 74

current limit

IM, 118

PMSM, 175

current pulse

d–axis, 236

current sampling, 283

current sensor, 291

dead-time, 284

dead-time compensation, 285

decoupling current controller

IM, 115

PMSM, 156

demagnetization

PM, 388

demagnetization curve, 387

distribution factor, 392

double cage rotor, 75

double ratio rule, 19

drive train

431
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series/parallel, 327
driving cycle, 306
driving range, 363
dynamics

DC motor, 7
IM, 96
IPMSM, 147
SPMSM, 146

dynamics
misaligned coordinates, 230, 231, 242

e-CVT, 322
eddy current loss

core, 199
PM, 387

electric loading, 166, 393
Electric Vehicle, 351
electro chemistry

lithium-ion, 353
encoder, 287
engine cranking, 335
equivalent circuit

modified, 61
IM, 59, 101
IM loss, 202
PMSM, 153

estimation
angle, 235
extended EMF, 243
speed, 235

EV mode, 328
EV motor, 191

design, 391
EV motor example, 191
exciting frame, 46

feedback linearization, 26
field winding, 1
field-oriented control, 109

direct, 109
implementation, 115
indirect, 110

field-weakening
DC motor, 5

IM, 118, 119
PMSM, 165

final drive, 301
final value theorem, 12
flux linkage

IM, 86
IPMSM, 147
SPMSM, 146

flux saturation, 211
flux-concentration, 141
formulation via matrix, 46
four-quadrant operation, 7
full hybrid, 315

gain margin, 11
grade, 299
gradient method, 241
greenhouse gas (GHG), 351

Hall sensor, 137, 291
harmonics

6-step PWM, 273
MMF, 378

HEV, 313
high frequency injection, 257
high frequency model, 258
hybrid electric vehicle, 313
hysteresis loss, 197

ICE, 317
idle stop, 313
induced voltage, 166
inductance

IPMSM, 143
SPMSM, 142

infinite speed criteria, 170
inset magnet motor, 140
inset PMSM, 378
integral time constant, 14
internal combustion engine, 317
internal model control, 23
inverter, 269

BLDC, 137
inverter loss, 220
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IP controller, 15
IPMSM, 140, 376, 378
iron loss, 197

knee point, 388
Kuhn−Tucker theorem, 184, 204

Lagrange equation
IM loss minimization, 204
MTPA, 175
PMSM loss minimization, 215

Lagrangian, 175
lamination, 199
LaSalle’s theorem, 126
leakage inductance

end turn, 70
slot, 70, 73
zigzag, 70

lever diagram, 321
line starting, 78
line-to-line voltage, 271
lithium-ion battery, 353
look-up table, 216
loss model

IM, 201
PMSM, 210

loss-minimizing control
IM, 200
PMSM, 214

Lyapunov function, 125

M/T methods, 288
machine sizing

PMSM, 165
magnet

neodymium-iron-boron, 388
magnet loadings, 167
mapping

into the rotating frame, 45
into the stationary frame, 43

matrix
inductance, 48
resistance, 48

maximum power, 186

maximum power-control, 176
maximum torque per ampere (MTPA),

174
maximum torque/flux control, 177
micro hybrid, 315
mild hybrid, 315
misaligned coordinates, 230
MMF

distributed windings., 33
sinusoidal, 37
traveling wave, 38

MMF harmonics, 33
MRAS, 122
Multi-pole PMSM dynamics, 152

negative sequence, 41, 258
NEMA classification, 76
normal driving (cruise), 330

observer
adaptive, 249
disturbance, 25, 243
IM, 123
load torque, 25
nonlinear, 233

ordinary differential equation, 95
overmodulation

sinusoidal PWM, 276
space vector, 282

parallel drive train, 341
parameter update

IM, 125
parameter update law, 250
per unit model

PMSM, 187
permeance coefficient, 387
Peukert’s equation, 358
phase margin, 11
phase voltages, 272
PHEV operation modes, 366
PI controller, 12

in the synchronous frame, 126
PI controller with reference model, 17

www.EngineeringEBooksPdf.com



434 AC Motor Control and Electric Vehicle Applications

planetary gear, 317, 319
torque balance, 321

PLL, 235, 244, 251, 258, 261
plug-in hybrid, 315
plug-in hybrid electric vehicle (PHEV),

365
PM coverage ratio, 378
PMSM, 133

flux-concentrating, 379
polarization curve, 352
pole pitch, 378
position error estimation, 255, 260
positive sequence, 41
power assist, 313
power equation

IM, 101
PMSM, 176

power factor, 71
power relation

dq-abc, 50
power split, 324
power-boosting, 332
power-control unit, 317
power-speed curve, 189
power-train, 318
PWM, 269

Q-axis current control, 174

R/D converter, 289
Ragone plot, 359
regenerative braking, 7, 313, 334
reluctance

IPMSM, 140, 376
reluctance motor, 376, 380
reluctance torque, 171, 172, 175, 378
resolver, 289
rolling resistance, 297
rotating field, 33
rotating frame, 42
rotor copper loss, 61
rotor field-oriented scheme, 110
rotor flux linkage, 168
rotor time constant, 99

rotor volume, 167

Rounge−Kutta 4th method, 163

saliency ratio, 175

sector-finding algorithm, 281

sensitivity function, 24

sensor, 286

sensorless control

adaptive observer, 247

extended EMF, 242

high frequency signal injection, 257

IM, 121

IPMSM, 248

Matsui, 240

Ortega, 233

PMSM, 229

starting algorithm, 254

series drive train, 337

signal injection, 254

pulsating voltage, 258

rotating voltage vector , 257

similarity transformation, 49

sinusoidal PWM, 274

six-step operation, 270

skew symmetric, 93

skin depth, 75

skin effect, 74, 75

slip, 60

slip equation, 112

slot leakage inductance, 73

SOC, 351

space harmonics, 39

space vector PWM, 276

speed control, 15

DC motor, 8

IM, 78

speed observer, 235

speeder, 324

SPMSM, 376

stable region, 67

starting algorithm, 254

starting torque, 168

state of charge (SOC), 351, 358
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stator field-oriented scheme, 117
stator inductance, 85
subharmonics

MMF, 384
supercapacitor, 351
switch loss, 270
switch utilizing factor (SUV), 283
synchronous frame, 46, 90

Tafle’s equation, 352
THS (Toyota Hybrid System), 327
torque constant, 3
torque equation

IM, 102
PMSM, 154
with current angle, 172

torque generation
BLDCM, 136
PMSM, 135

torque ripple
BLDC, 137

torque-speed curve
DC motor, 5
IM, 61
PMSM, 170

torquer, 324
traction force, 298, 300
two DOF controller, 23

unity power factor control, 178
unstable region, 67

V/F converter, 290
variable voltage/fixed frequency control,

78
variable voltage/variable frequency (VVVF)

control, 80
VCO, 235
vector control, 109
vector diagram

IM, 113
PMSM, 168, 191

vehicle dynamics
longitudinal, 295

vehicle launch, 328
Volt, 367
voltage limit

IM, 118
PMSM, 169

voltage utilization, 275

wheel slip, 298
winding

concentrated, 381
distributed, 381

zero emission vehicle (ZEV), 351
zero vector, 276
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Motor control technology continues to play a vital role in the
initiative to eliminate or at least decrease petroleum
dependency and greenhouse gas emissions around the world.
Increased motor efficiency is a crucial aspect of this science
in the global transition to clean power use in areas such as
industrial applications and home appliances—but particularly
in the design of vehicles.

Summarizes the evolution of motor-driving units
toward high efficiency, low cost, high power density,

and flexible interface with other components

AC Motor Control and Electric Vehicle Applications addresses
the topics mentioned in its title but also elaborates on motor
design perspective, such as back EMF harmonics, loss, flux
saturation, reluctance torque, etc. Maintaining theoretical
integrity in AC motor modeling and control throughout, the
author focuses on the benefits and simplicity of the rotor field-
oriented control, describing the basics of PWM, inverters, and
sensors. He also clarifies the fundamentals of electric vehicles
and their associated dynamics, motor issues, and battery limits.
A powerful compendium of practical information, this book
serves as an overall useful tool for the design and control of
high-efficiency motors.
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